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The drivers and activities matrix offers a high level view of the stakeholder goals and the contributing activities overseen by the Grid and Data Management Coordination.  The goal is to enable cross division planning and decisions on prioritization, scheduling and staffing of such projects.

We have talked about the matrix at various times with project leads and department heads. We apologize that we have not been complete in this, and that some of the discussions were held before the last major round of changes to the format and method.

The drivers are attributed to stakeholders, where the word “common” is used for multiple stakeholder and division strategic goals. 

Sheets 2-5 give drill downs of the multi-project activity areas – Lower Storage, Upper Storage, SAMGrid and Grid Services. Selected projects from these activities are included in Sheet 1 (exclusively – if on sheet 1 they are no longer included in the drill down sheets 2-5). The current criteria for selecting such projects for Sheet 1 is that they are “significant” for one or more drivers in terms of critical path,  stakeholder involvement, effort or milestones. It is expected that all activities on Sheet 1 will have regular written status reports given to the GDM.

Projects and stakeholders apply significant effort to the integration, testing &  deployment of new deliverables. For Run II this effort is frequently provided within the SAMGrid project, whereas for other experiments it is outside.  We mark those cells “i” where the contributions are “integration and testing” and not development.

The goal is to provide a summary of each driver and activity.  For some cells in the matrix specific additional information may be needed. This process is incomplete. 

Lower Storage

Lower storage consists of

Upper Storage

The Upper Storage project consists of the SRM and dCache projects and work towards future implementations of distributed managed storage (from persistent to transient). It includes collaborative activities with the dCache consortium, the SRM project, Grid deployments and support for onsite and agreed upon offsite installations, including US CMS Tier-2 centers, & the LCG and OSG grid infrastructures, and a a pending collaboration with Vanderbilt University.

The major dCache project for the CMS stakeholders is resilient dCache, with no backing HSM and additional features for replication and disk pool management. Formerly known as scratch dCache. The goal is managed reliable storage without a tape backend (initial tests are with farm scratch space). Reliability is achieved through replication. Expect pools to go in/out of service and files are replicated as this happens. Can also schedule pools offline to smooth replication process. Active replica checksum comparison with replacement when necessary. user web interface. Software can be installed by local site admin through a tarball for dCache+pnfs and  java, postgres, tomcat rpms.

http://www-dcache.desy.de/manuals/Resilient_dCache_v1_0.html
http://www-dcache.desy.de/manuals/resilientDCacheInstallation.html
The stress points are the nature of the broad and potentially open-ended expectations of the offsite and wider collaborations and deployments.

Attention must be paid to evolutions in stakeholders data management architectures that affect the SRM specification and the data movement projects.

SAMGrid

SAMGrid includes deployment and support for D0, CDF and Minos. The focus on the next few months is a) bringing all components of V6 to production, stable running at CDF, transitioning to V6 at D0; and deploying both MC and analysis support through the JIM job manager; Subsequent to that the hope is to focus on SAMGrid common grid services and deployment on common grid infrastructures (Fermigrid, LCG, OSG)

‘Thick’ Job Manager Development

Development of the JIM Job Manager to incorporate specific requirements from cusomer applications:  so far, D0 Monte Carlo, D0 Reconstruction, CDF Monte Carlo.  Presently, the first is in production; the second needs to be ready for Jan 1 reproc project; the third is in testing phase.

DH Deploy to Production (CDF)

This is the subproject to move SAM into production as the primary data handling system for CDF.  Included:  Migrate file stores from online, farm production, simulation, and users to using sam store.  Support V5 offsite usage and file storage. Migrate to use of SAM C++ API in AC++.  Provide working, developer-certified development and integration environments for CDF.  Complete V6 integration testing.  Migrate to V6.

DH Deploy to Production (MINOS)

This is the subproject to move SAM into production as the data handling system for MINOS.  Currently in testing by one user, with feedback loop to developers.   Developments complete to date: use of AFS for SAM cache, conversion of dates in catalog to avoid time zone problems.  Development list currently empty, waiting on more feedback from testing.

JS Deploy to Production (D0)

This the subproject to deploy JIM for use at D0.  Three parts: deploy for Monte Carlo (status = done, up to deploying new sites which turn up; upgrading versions to latest, including new jim_merge product); deploy for reconstruction (status – in progress now); deploy for general user analysis.

JS Deploy to Production (CDF)

This is the subproject to deploy JIM for use at CDF.  Three parts: deploy for Monte Carlo, deploy for reconstruction, deploy for user analysis.  Status: for Monte Carlo. Have run small number of test jobs.

V6 DBS/API feature compl/deploy

This is the subproject to complete transfer of functionality and add new features to V6 dbserver.  Old functionality:  autodest (done, in testing).  Request System.  (not yet started).  New:  Valid Data Groups.  (not started).  Separation to allow multiple dimension servers (done).  Implementation of new dimension servers (in progress for enth, sql builder(?)).  Also, support of V6 python and C++ APIs.  

Operational Support

Provide effort to staff sam on-call shifts, weekly operations meeting and issue followup from the operations meetings.  

V6 Station test and development

Subproject to develop station features and provide integration testing.  Feature list to be defined, based on deferral (or not) of the SRM integration subproject.

Integration of C++ API into CDF framework

Subproject to support use of C++ API in CDF framework.  Development done; still need release of code and response to testing.

Interoperability deploy (Fermigrid/LCG/OSG)

Support for deployment

Grid Services

Packaging and Configuration

Subproject to provide tools for packaging, versioning, and configuration of SAM Grid products.  Should meet requirements from sam design meeting.

SAM station SRM integration

Subproject to 

Data file merging

Subproject to provide a product that allows merging as a Grid postprocessing service.  

Validation

Subproject to provide a product that allows validation as a Grid postprocessing service.

Metadata services

Subproject to provide a well-designed versatile metadata schema for HEP applications.

Almost all effort this year is outsourced. See GridPP workbook from Glasgow.

Job Management & Brokering

Subproject to implement more intelligent job brokering to meet actual use cases.

[Could there be possible outsourcing to GridPP OptorSim project??]

General Sandboxing

Subproject to provide tools for generating a flexibly defined sandbox. The FTE estimate is just a guess since the future development scope is not defined.

Grid Services

Grid Services activities are joint projects across several stakeholders or single stakeholder projects with general deliverables that can be deployed for more than one stakeholder. 

The 4 activities that say (SAMGrid, other) are sub-projects currently ongoing or proposed within the SAMGrid project. We propose to start the migration to separate activities to demonstrate the commitment to common interfaces, general services, and the transition of SAMGrid to use of and contributions to the common grid infrastructure projects.

VOX: The VOX project is responsible for building and deploying the VO registration and management service. It does not cover the policies and CD procedures, the ongoing operation of the VO management services. The development work is collaboration with the LCG towards a deployment in Spring 05. Additional developments that might be needed in support of Run II and other VOs at Fermilab are not yet accounted for. The VOX project does include offsite support for a BNL local liaison who supports a deployment for the RHIC experiments. 

RunJob: The Runjob project is still engaged in the migration of D0 to use the common code base in production. This is expected to be complete by Feb 05. CDF stakeholders have to date made no requirements for use of the service. The main deliverables for the stakeholders is expected to be complete by Feb 05. One remaining large development, to redesign the macro language, will be dropped unless a stakeholder makes a definite request for this. A review of the project is planned for Spring ’05. The expected plan is that after this the common/joint project will transition to a maintenance phase with effort needs of ~.5 FTE only for support and new version releases for new OS, compilers, interfaces etc. 

