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1.1. Introduction

The drivers and activities matrix offers a high level view of the stakeholder goals and the contributing activities overseen by the Grid and Data Management Coordination.  The goal is to enable cross division planning and decisions on prioritization, scheduling and staffing of such projects.

We have talked about the matrix at various times with project leads and department heads. We apologize that we have not been complete in this, and that some of the discussions were held before the last major round of changes to the format and method.

The drivers are attributed to stakeholders, where the word “common” is used for multiple stakeholder and division strategic goals. 

Sheets 2-5 give drill downs of the multi-project activity areas – Lower Storage, Upper Storage, SAMGrid, Grid Services and FermiGrid. Selected projects from these areas are included in Sheet 1 (exclusively – if on sheet 1 they are no longer included in the drill down sheets 2-5. The current criteria for selecting such projects for Sheet 1 is that they are “significant” for one or more drivers in terms of critical path, stakeholder involvement, effort or milestones.) 

It is expected that all activities on Sheet 1 will have regular written status reports given to the GDM.

It is expected that every activity will have a start and end date as appropriate.

We plan to include a short description of each driver and activity. 

1.2. Lower Storage

Lower Storage: development and support of Fermilab tape based Petabyte Data Storage System. 

Currently is a stable product. Needs a feasibility study and design of Federated system, support for multiple file copies, and small files.

1.2.1. Day to day operation support: 

Resolve user and system administrator  problems related to continuous operation of Lower Storage.

1.2.2. Small Projects: 

feature additions, bug fixes not requiring substantial design effort.

Current activity - configurable restriction of hosts allowed to access Enstore servers. Includes the Enstore - SRM interface.

1.2.3. Encp: 

modifications, feature additions, bug fixes, new releases of  user command line interface. Currently being prepared for the next release.

1.2.4. Distributed Tape Operation: 

All aspects of distributed tape operation including Federation of all existing systems into one,

Feasibility study, design, and implementation of multiple file copy  feature, feasibility study, design, and implementation of support of  small files.

Currently Federation design was presented at the developers meeting.

Work is in progress for presenting design to stakeholders. Multiple Copy files project is in the design phase. Presentation is ready for discussion. Small files had only preliminary discussion.

1.2.5. FTT support: 

ftt code modifications required by new types of the tape 

drives, bug fixes, feature additions. Currently new ftt release with minor fixes needs to be installed on production nodes. 

1.2.6. Open Science Grid data: 

define our participation in this effort. Currently no activity

1.2.7. Next generation tape: 

evaluate new tape drives, prepare system to use  them, if any. Currently no requests

1.2.8. Next generation monitoring: 

respond to user requests for new  information presented on Enstore web pages. Currently looking at the approaches.

1.2.9. Tape Migration Support: 

automated tape migration support. Ongoing. Done on administrators, user requests.

1.3. Upper Storage

The Upper Storage project consists of the SRM and dCache projects and work towards future implementations of distributed managed storage (from persistent to transient). It includes collaborative activities with the dCache consortium, the SRM project, Grid deployments and support for onsite and agreed upon offsite installations, including US CMS Tier-2 centers, & the LCG and OSG grid infrastructures, and a pending collaboration with Vanderbilt University.

The major dCache project for the CMS stakeholders is resilient dCache, with no backing HSM and additional features for replication and disk pool management. Formerly known as scratch dCache. The goal is managed reliable storage without a tape backend (initial tests are with farm scratch space). Reliability is achieved through replication. Expect pools to go in/out of service and files are replicated as this happens. Can also schedule pools offline to smooth replication process. Active replica checksum comparison with replacement when necessary. user web interface. Software can be installed by local site admin through a tarball for dCache+pnfs and  java, postgres, tomcat rpms.

http://www-dcache.desy.de/manuals/Resilient_dCache_v1_0.html
http://www-dcache.desy.de/manuals/resilientDCacheInstallation.html
The stress points are the nature of the broad and potentially open-ended expectations of the offsite and wider collaborations and deployments. Attention must be paid to evolutions in stakeholders data management architectures that affect the SRM specification and the data movement projects.
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*) Effort Roll-up: 48 staff/18 posted/3 out-sourced/93 needed. 24 short.


- Unit is FTE months.


- We are looking at what tasks are relatively self-contained and


therefore could be out-sourced to external collaborators.

1.3.1. SRM

Storage Resource Manager for dCache, developed and maintained by FNAL.

This is a high priority sub-project and cannot be cut back.  

SRM v2.1:

We at Fermilab have not yet started creating an SRM-dCache that meets the SRM v2.1 interface. This interface is NOT fully backwards compatible with v1.1, so it requires a fair amount of re-implementation of our existing SRM framework to do a complete job. Instead we are adding selected v2.1 features to our v1.1 framework.

We at Fermilab are adding v2 features to our v1.1 SRM as needed, and only those crucial to US-CMS operation. If the OSG goes with SRM v1.1 for the Spring, this is good enough all around. If the v3 specification comes out, we may be able to save effort and simply start implementing a v3 framework directly. The driver for v2.1 or v3 is the added features in those interfaces (explicit space reservation, for instance) and long-term inter-operability with other SRM services and clients that will expect those features... expect to use v2.1 or v3.

The time-frame, when upgraded SRMs are demanded, is expected to be sometime after the first OSG storage deployment gets used in a serious manner, when implicit space reservation in v1.1 SRM proves unwieldy. So Summer 2005 seems like a good time for Fermilab to be ready for that demand.

Fermilab plans to make significant progress on a new (v2.1 or v3) SRM-dCache framework by Summer 2005. We may strategically choose to push that back if we can save effort by going straight to v3. Or we may have to work towards v2.1 if v3 appears to be a wildly moving target in the summer.

= SRM-specific support


= Admin doc, procedures


= Packaging and installation


= Space Reservation


= Request Scheduler


= Accounting Module


= Parameterized storage system


= SRM interface for Sam-Cache


= Nest/UW consultation


= GGF collaboration


= Adaptation of WSRF framework


= LCG support


= Small projects based on experience


= SRM v2.1 interface/imple development


= Advanced WAN integration, features

1.3.2. Resilient dCache

- dCache without a MSS back-end, developed and maintained by FNAL.


- This is a high priority sub-project and cannot be cut back. 


= Development


= CMS Tier 1 support


= CMS Tier 2 support

3) All Other Upper Storage -> Break-out into minor columns:

1.3.3. 3a) Support

Day-to-day support of on-site dCache systems, and some components of dCache in general for the dCache collaboration. 

 This is a high priority sub-project and cannot be cut back.

1.3.4. 3b) Doc & Packaging

Documentation, procedures, and packaging.

The core of this is high priority. We have to do basic documentation, and package and deployment new versions of dCache software periodically. Beyond that is low priority work that we may be able to accomplish by re-using materials and procedures being developed externally, dCache admin doc, procedures


= dCache packaging and installation



- Basic packaging w/o monitoring



- Packaging with monitoring

1.3.5. 3c) GridFTP

GridFTP implementation inside dCache developed and maintained by FNAL.

The core of this work is high priority. We need to do some development on the dcache gridftp implementation to adapt to evolving standards. We may be able to out-source some of the lower-priority work, such as adapting our gridftp to use the more performant Java NIO package.

= NIO mover into dCache gridftp


= Gridftp v2 protocol integration into dCache


= Any other dCache gridftp work

1.3.6. 3d) VO Authorization Module Integration

 Allows dCache to use standard Grid VO support mechanisms directly. This work has been "out-sourced" to Abhishek Singh Rana who is paid by PPDG funds, works in the OSG context, and is based at UC San Diego. We are consulting with him to make sure the appropriate work is done. As such, it depends on an external collaborator.

= VO Authorization Module Integration into dCache

1.3.7. 3e) DCAP Library

dCache client interface library support and UPS/UPD packaging.

This is high priority work since it involves delivering the dCache client interface in UPS/UPD packaging for Fermilab users, as well as providing dcap developments (large file support) needed at FNAL.


= Dcap library development and support

1.3.8. 3f) PNFS Related Development

PNFS performance enhancements, and its use with alternative databases.

We have agreed to support PNFS using postgresql. Remaining work is driven by the need in dcache for improved PNFS (or dCache-PNFS interface) performance and resilience to hardware failures.


= PNFS-specific development

1.3.9. 3g) Features

Core dCache development, enhancements to already deployed features.

Some of this is low priority work, as dCache systems and monitoring have been functioning well in the past months, with few requests for feature or monitoring extensions.
= Core dCache development


= dCache Tapeless Data Path operational development for CDF


= dCache Tapeless Data Path operational development for CMS


= dCache Pin Manager operational development


= Small feature development



- Monitoring, plotting by FNAL



- Palliatives



- Feature extensions based on experience

1.3.10. 3h) Investigations For The Future

Investigations to support the program's future. Relies on other Fermilab departments (esp. US-CMS) or external collaborators. This is lowest priority work, if there is an effort short-fall.

= Investigation of WAN/Grid Layer 5 file transport



- Lambda Station activities w.r.t. storage



- end-to-end robust file transport issues


= Investigation of other caches and file systems


= Small feature investigations



- Disk corruption



- Disk performance

1.3.11. 3i) CMS Integration

Integration of dCache into the US-CMS data management system.

This is high priority work, as this is the highest priority for US-CMS Tier1 data movement and storage (a paying customer).

= CMS Storage Element integration (new item, not in original WBS)

1.3.12. 3j) dCache Collaboration

Organize, participate in the dCache collaboration.

 For more information, see http://wwww.dcache.org.  We have an opportunity to bring effort into this collaboration from Vanderbilt University, which could help with our program's shortfall.

= Organize, participate in dCache collaboration


= Upper Storage project leadership activities

1.3.13. 3k)  OSG Participation

Participate in OSG storage-related efforts.

The focus of this is to play a leadership role in the initial deployment of Storage Elements (in our case, SRM-dCache) on OSG. This also includes acting as the dCache collaboration day-to-day liaisons to OSG.


= Participation in OSG

1.3.14. 3l)  LCG Participation

Participate in LCG storage-related efforts. The focus of this is on supporting inter-operability of SEs between the LCG and OSG, in part through participation in the relationship between the dCache collaboration and LCG.

= Participation in LCG

1.4. SAMGrid

SAMGrid includes deployment and support for D0, CDF and Minos. The focus on the next few months is a) bringing all components of V6 to production, stable running at CDF, transitioning to V6 at D0; and deploying both MC and analysis support through the JIM job manager; Subsequent to that the hope is to focus on SAMGrid common grid services and deployment on common grid infrastructures (Fermigrid, LCG, OSG)

1.4.1. ‘Thick’ Job Manager Development

Development of the JIM Job Manager to incorporate specific requirements from cusomer applications:  so far, D0 Monte Carlo, D0 Reconstruction, CDF Monte Carlo.  Presently, the first is in production; the second needs to be ready for Jan 1 reproc project; the third is in testing phase.

1.4.2. DH Deploy to Production (CDF)

This is the subproject to move SAM into production as the primary data handling system for CDF.  Included:  Migrate file stores from online, farm production, simulation, and users to using sam store.  Support V5 offsite usage and file storage. Migrate to use of SAM C++ API in AC++.  Provide working, developer-certified development and integration environments for CDF.  Complete V6 integration testing.  Migrate to V6.

1.4.3. DH Deploy to Production (MINOS)

This is the subproject to move SAM into production as the data handling system for MINOS.  Currently in testing by one user, with feedback loop to developers.   Developments complete to date: use of AFS for SAM cache, conversion of dates in catalog to avoid time zone problems.  Development list currently empty, waiting on more feedback from testing.

1.4.4. JS Deploy to Production (D0)

This the subproject to deploy JIM for use at D0.  Three parts: deploy for Monte Carlo (status = done, up to deploying new sites which turn up; upgrading versions to latest, including new jim_merge product); deploy for reconstruction (status – in progress now); deploy for general user analysis.

1.4.5. JS Deploy to Production (CDF)

This is the subproject to deploy JIM for use at CDF.  Three parts: deploy for Monte Carlo, deploy for reconstruction, deploy for user analysis.  Status: for Monte Carlo. Have run small number of test jobs.

1.4.6. V6 DBS/API feature compl/deploy

This is the subproject to complete transfer of functionality and add new features to V6 dbserver.  Old functionality:  autodest (done, in testing).  Request System.  (not yet started).  New:  Valid Data Groups.  (not started).  Separation to allow multiple dimension servers (done).  Implementation of new dimension servers (in progress for enth, sql builder(?)).  Also, support of V6 python and C++ APIs.  

1.4.7. Operational Support

Provide effort to staff sam on-call shifts, weekly operations meeting and issue followup from the operations meetings. 

1.4.8. Deploy on Fermigrid, LCG, OSG

Support for deployment.

1.4.9. V6 Station test and development

Subproject to develop station features and provide integration testing.  Feature list to be defined, based on deferral (or not) of the SRM integration subproject.

1.4.10. Integration of C++ API into CDF framework

Subproject to support use of C++ API in CDF framework.  Development done; still need release of code and response to testing.

1.5. Grid Services

Grid Services activities have deliverables of Grid Services that can be deployed for more than one stakeholder. The Upper Storage area includes Grid Storage Services within its scope. The LambdaStation project includes management of Network resources within its scope.

Some of the activities include sub-projects currently ongoing or proposed within the SAMGrid project. We propose to migrate these SAMGrid activities to Grid Services to continue the transition of SAMGrid to use of and contributions to the common grid infrastructure projects.

1.5.1. RunJob: 

RunJob seeks to address the common needs of participating experiments in automating the creation of production processing jobs for Monte Carlo generation and for batch oriented data reprocessing and analysis tasks.

The common deliverables for this phase are expected to be complete by Feb 05. 

D0 is migrating to use the common code base in production. This is expected to be complete by Feb 05. 

CDF stakeholders have to date made no requirements for use of the service. 

One remaining large development, to redesign the macro language, will be dropped unless a stakeholder makes a definite request for this. 

A review of the project is planned for Spring ’05. The expected plan is that after this the joint project will transition to a maintenance phase with effort needs of ~.5 FTE for support and new version releases for new OS, compilers, interfaces etc.

1.5.2. VO Management (VOX)

VOX is a project to investigate and implement the requirements for admitting collaborators into a VO, and facilitating and monitoring their authorization to access grid resources. 
The first phase of the VOX project a) deployed the VOMS (Database identifying Grid users belonging to a VO or groups within a VO with management scripts and scripts to populate site gridmapfiles) service from the EDG and b) developed the VO registration service (VOMRS) for US CMS.  VOMS is used by US CMS, SDSS and by all VOs on Grid3. VOMRS is supported for US CMS, SDSS, & GADU (hosted at Fermilab), and STAR and Phenix (hosted at BNL). BNL has a local support person who supports the deployments for the RHIC experiments.  This phase was completed in 2004.

The second phase of the VOX project is a) a collaboration with the LCG to support the use of VOMRS by the LCG.; b) extensions needed by the VO Privilege project. The development phase is expected to be complete in 3/2005.

The VOX project currently does not cover operation of the VO management services.  The VOX project is currently not staffed to provide any additional developments that might be needed to support Run II and other VOs at Fermilab.VOMS and VOMRS are proposed as common services for OSG deployment.

1.5.3. VO Privilege

The VO privilege project develops and implements fine-grained authorization for access to grid-enabled resources and services in order to improve user account assignment and management at grid sites, and reduce the associated administrative overhead. Authorization is to be linked to user roles. Current stakeholders are US CMS and PPDG (US ATLAS).

The first stage of VO Privilege development is planned to be deployed on the OSG integration testbed in early 2005. The privilege project seeks obviates the need to replicate static grid-map files; provides for the mapping of users to local user and group IDs based not only on their authenticated identity (distinguished name) but also on VO-related attributes as presented to the grid service; provides dynamic assignment of local accounts to qualified users (based on their credentials) who have not yet been assigned their own account.

Stage one also includes integrating the doors into the dCache storage system to also utilize the identity mapping service, which should be available in Spring 2005.

Stage two will implement finer-grained access control in which a given role is assumed to grant the user a set of rights, and the user is charged with selecting from this set, enabling only those rights he or she will need, following the least privilege access principle. Stage 2 is expected to take at least til the end of 2005. 

Additional effort is needed to support deployment and integration, both on US CMS and non-US CMS sites and to define the roles and account policies etc.

1.5.4. SAZ

Site authorization service (SAZ) allows security authorities of the grid site to impose site-wide policy and to control access to the site.

The service is in use for US CMS and is currently in maintenance mode. 

There are known developments (functional, Standards tracking, and operational) that need to be done over the next couple years at least. SAZ needs consistent and stable support appropriate for that role.

1.5.5. Accounting

SAMGrid uses the SAM database information for accounting.

US CMS and Grid3 use Monalisa and the MDViewer for accounting of compute resource use.

An infrastructure to collect, analyse and present accounting information is required for the stakeholders and resource providers to manage, plan and prioritize the use of grid resources. Fermilab needs to interface its current accounting services to the common grid infrastructure. 

1.5.6. Monitoring and Information

US CMS uses Ganglia, Monalisa and its agents, the MDS/GRIS/GIIS/GlueSchema infrastructure, and the iVDGL GridCat for grid monitoring and information services. These services need extension to provide information about storage and data management services. There needs to be a more extensible and flexible information system than the GlueSchema currently provides.

SAMGrid currently has information and monitoring information based on a JIM-information service, the SAM server, database and site logfiles. The information is interfaced to Monalisa.

FermiGrid will need to support a consistent monitoring and information infrastructure across the stakeholder resources. 

Initial interoperability with the LCG has been established through the GIIS and MonaLisa infrastructures.

All stakeholders including FermiGrid will need to interface to the Open Science Grid infrastructure as it evolves from the current service on Grid3.

1.5.7. Operations Infrastructure & Support Center 

All stakeholders (Sites, VOs, infrastructure) require operations support.  FermiGrid and Open Science Grid are promoting common activities within their scope. The LCG is actively interested in interoperability across the infrastructures and in working together on operations interfaces and services. The Fermilab Computing Divisions central services, facilities, customer support all provide cross-stakeholder operational support. 

1.5.8. Software Packaging and Site Configuration

Common packaging and distribution services for the Grid currently include: tar files/UPS/UPD for Run II and other Fermilab stakeholder; tar files/RPMs and Pacman for package collection and distribution on Grid3; LCG packaging and distribution tools (Quattor?); and include VO specific tools such as DAR for US CMS.

SAMGRid and the LCG GAG have developed requirements for their next round of packaging, versioning and configuration developments. The Open Science Grid is active in reviewing the LCG requirements and hopes to align its developments with those in Europe as far as possible. SamGrid currently has a subproject to provide tools for packaging, versioning, and configuration of SAM Grid products on the books, which is not started for lack of effort.

The need to develop better and more functional Site configuration and validation scripts is an important “lessons learned” from SAMGRid-JIM deployment, LCG and Grid3.  

1.5.9. General Sandboxing

Applications running on a site that supports multiple VO environments needs to provide a scoped, managed VO environment for the applications.

This has been identified as a requirement but to date there has not been priority or effort for such a project for multiple stakeholders.

SAMGrid has defined a subproject to provide tools for generating a flexibly defined sandbox. An FTE estimate of 3 FTE months is just a guess since the future development scope is not defined.

1.5.10. Data Management and Metadata

The CMS computing model includes placement of data sets at the Tier-1 (and Tier-2) sites. Placing, moving and tracking these distributed data sets is a needed Grid data management service.

The SAMGrid project includes a set of services for dataset  management, movement and caching. This includes a metadata definition, storage and management. SAMGrid has proposed, but as yet is unable to staff, a project to provide a well-designed versatile metadata schema for HEP applications. Almost all effort this year is outsourced. See GridPP workbook from Glasgow.

1.5.11. Job Management & Brokering

Job management, workflow and brokering services enable effective and usable access to Grid resources. Job management and brokering services are included in SAMGrid and  the LCG. Workflow management is included in these projects as well as the Virtual Data System.

A Grid service project would provide Fermilab stakeholders with a common infrastructure for job management and scheduling.

The SAM Subproject in this area would implement more intelligent job brokering to meet actual use cases. [Could there be possible outsourcing to GridPP OptorSim project??]

There is currently no request for nor plan for a project broader than SAMGrid.

1.5.12. User Interfaces and Portal Infrastructure

SAMGrid includes a common user interface to the SAM and Grid functions. The LCG includes support for common user to grid interface services. ARDA is adopting the Alien Grid Access Services model.  Such services are necessary to make the grid accessible to the general user community. To date there is no such service on Grid3 or a user friendly general interface on the US CMS datagrid.

1.5.13. Data file merging

Subproject to provide a product that allows merging as a Grid postprocessing service.   This is currently a project within SAMGrid to provide a service for D0. It is being extended for CDF. It remains to be seen if a general Grid service across multiple-stakeholders is required or appropriate.

1.6. FermiGrid

FermiGrid is a cooperative project across the Computing Division and its stakeholders. The goal of FermiGrid is to make all Fermilab computing facilities able to interoperate and run all types of grid jobs. FermiGrid will also provide a unified grid gateway to the outside grid world. FermiGrid will use deliverables from storage, SAMGrid, Grid Services development activities. So it appears in the Drivers as well as Activities.

1.6.1. Development of Common Services

Acquisition, configuration and deployment of systems to host  common Fermilab Grid Services (site access Gateway service,  site GUMS/PRIMA [eg. GRIDMAP] services, site VO Management  [VOMS, VOMRS, etc.] services).  Selection, installation and  configuration of the Grid middleware to implement the common  Fermilab Grid Services.  Integration and commissioning of the  common Fermilab Grid Services with existing Fermilab Gird  installations.

1.6.2. Inter-Stakeholder Resource Access

Coordinate the installation, configuration and integration of shared use of central and experiment controlled computing facilities  by experiments at FNAL.   The goal is to achieve scheduled and  opportunistic sharing of previously dedicated computing clusters.

1.6.3. Operations

Day to day operation of the common Fermilab Grid Services. Assisting FermiGrid stakeholders with integration issues and  resolving conflicts.  Monitoring of common Fermilab Grid services and Fermilab Grid resource accounting [who, where,  what, when, how?].  Coordinate bug reporting, tracking and  resolution, as well as incident and exception management. Provide resources to others (CD Helpdesk, VO managers) to  enable them to accomplish their missions/roles.  Manage  requests for use of Fermilab Grid resources along the lines  of the current Farms Users Meeting.

1.6.4. Interface to OSG

Provide feedback to middleware developers to allow ongoing software development and improvement. Provide Fermilab Grid Gateway. Provide resources for opportunistic use by OSG guest VOs.
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