CD/CSS/CSI

5/21/2004
Ray Pasetes, Jack Schmidt



	
[image: image1.wmf] 

 

Fermilab

 

 
	
	


Computing Division Central Backup Implementation
Design Note 10.0 
Background
Within the computing division, a number of different backup solutions have been deployed to insure data recovery.  However, these solutions were often deployed with a narrow scope, usually with the intention of satisfying the requirements of a single group or application. This has caused duplication of effort and cost within the division.

In FY2004, several of these backup systems will require additional funding to continue operation. Specifically, D0 will need to renew the Legato s/w license, Exabyte Library maintenance. CSI will need to replace the aging backup exec library hardware, which is now on it's 9th year. CMS has defined a need to backup 3TB of data, with a possible daily delta of 3TB. 

Though there are several backup solutions deployed today, many of them have features that are common to each other. A more generic, easily adaptable system can be deployed which could encompass most groups and be centrally managed. 
The initial rollout will address the needs of the CSS Department, ISA and D0 Offline. Lessons learned will be applied to the backup model as rolled out across the division and eventually to the site.
Requirement
Consolidate disparate backup services to a single, centrally managed operation.
Goals
· Provide a reliable data backup service. 

· Reduce redundant effort, allowing division to be more productive. 

· Long-term goal: reduce overall division spending on data backups via consolidation. 

· Long-term goal: service accessible across entire site, desktops included 

Service Model
Discussions with customers show that 8 to17 x 5 service is acceptable, with same day or next business day restore of data. 

The backup service is based on the existing data farms model which has been quite successful. The backup service would consist of backup blocks. Each block would contain (1) backup server, some caching disk and at least (4) tape drives.  Customers with small to medium data sets would share the same backup block, similar to the FT farms.  These customers would have less freedom in determining their backup rotation and tape retention schemes.

Customers with large data sets or unusual requirements (CMS scenario, 3TB delta daily) would have their own backup block or blocks.  This is similar to the CDF and D0 farms.  These customers would have more say as to the tape rotation, retention, etc.

Costing Model

The backup service will require additional tapes and hardware as customer needs grow. To meet these costs we propose charging customers based on the gigabytes of data backed up. The charge should cover tape costs, hardware and software maintenance, and new hardware purchases. Customers are not charged per connection or for client installation. 
Any profit form charges will be used to expand and enhance the system. 
Costing Example:

· Year 1 customer: $1.15/GB on tape/yr or $34.50/GB of data to backup/year

· Covers hardware, tape and maintenance costs

· Year 2+ customer:  $0.33/GB on tape/yr or $9.82/GB of data to backup/year

· Covers maintenance, tapes, additional slots, etc.

· No charge for existing hardware

These estimates are based on using the D0 ADIC robot and current pricing.  The costs for year 2+ customers assumes growth (up to a 100% increase) in data set size. The year 2 cost does not take into account any growth rate (extra tape purchases);  the costing model is designed to recoup costs from the previous year.

Initial Rollout
The initial rollout will involve customers and services currently supported by the CSS department. In addition, D0 offline and ISA has asked to participate due to expiration of existing backup software contracts. The initial amount of data will be ~ 7.1 TB.

The initial rollout will not cover desktops due to the complex issues surrounding designing an efficient desktop/laptop backup solution.
 Lessons learned in year 1 will determine year 2 growth. 
Initial Costs

The initial costs for the system are split between hardware (robot, tape drives, and servers) and software.  
Software

CSS proposes using an existing product for backups. CSS currently uses the Teradactyl TiBS (True Incremental Backup Software) product to meet the needs of unix system backups. The product scales well, supports AFS (not many backup packages do), and supports the major operating systems supported at the lab. 
Our current license agreement with Teradactyl allows CSI to manage the backup service for no additional cost initially. If other Divisions and Sections are interested in supporting their own serve than they will need to purchase a new license or FNAL could opt to purchase a Univeristy license upgrade from Teradactyl. As we migrate windows systems we will need to purchase OFM (Open File Management) software. 

Hardware – Servers

Two servers and a caching box are required for the initial rollout. CSS proposes purchasing two quad processor systems from either Sun or Dell. The costs of these systems is approximately $28,000.  The CSM experiment has donated a SATA RAID box to be used as our cache system.

Hardware – Robots
There are three possible robot solutions that CSS examined; the existing  STK robot and purchasing 9940B tapes, the existing ADIC robot and purchasing additional LTO-2 drives; or purchasing a new robot. For the new robot we evaluated the SpectraLogic using SAIT tape drives.  The Existing STK robot does not have enough capacity for the initial rollout and was not included in our cost estimates. 
To identify the most cost effective hardware solution CSS was asked to provide a TCO for 6 years.  To provide this information two growth models were proposed:

Fermi Standard -  assumes a 10% daily data delta and doubling of data yearly. This model is based on examining our current backup growth model in CSS. The model is 40% above industry standard. 

Fermi Active – assumes a 45% daily data delta and doubling of data yearly.
Assuming that we start with 7.1TB of data for year one than:

Estimated Year 2 
(14.2TB)

Fermi Standard

· Double slots

· Add caching disk

· Tape cost down 25%

Configuration:

· 2 backup blocks

· Slots 2x year 1

· Increased caching disk

Fermi Active

· ~Triple slots

· Double backup blocks

· Add caching disk

· Tape cost down 25%

Configuration:

· 4 backup blocks

· Slots ~3x year 1

· Increased caching disk

Estimated Year 3
(28.4TB)
Fermi Standard

· Double Slots

· Add Caching disk

Configuration:

· 2 backup blocks

· Slots 4x year 1

· Increased caching disk

Fermi Active

· Double backup blocks

· Double slots

· Add caching disk

· Drive cost down 25%

Configuration

· 8 backup blocks

· Slots ~6.5x year 1

· Increased caching disk

Estimated Year 4
(56.4TB)
At year 4, hardware vendors tell us that it will be time to evaluate new hardware and media.  Media capacity is expected to quadruple and drive performance is expected to quadruple. Servers are expected to have faster networking connections and faster internal bus speeds. 

CSS expects to purchase new servers using the model of  a backup block equaling 1 server plus 8 tape drives. Customers will be migrated to the new servers. Our model will provide for migration off the old media based on our tape retention policy (1 year migration).  

Fermi Standard

· 2 new backup blocks

· Increase slots by half

Configuration:

· 2 old backup blocks

· 2 new backup blocks

· 2/3 library old slots

· 1/3 library new slots

· Slots 6x year 1


Fermi Active

· 2 new backup blocks

· Increase slots by half

Configuration:

· 8 old backup blocks

· 2 new backup blocks

· 2/3 library old slots

· 1/3 library new slots

· Slots ~10x year 1

Estimated Year 5
(112.8TB)

Fermi Standard

-Add caching disk

· Convert slots

· Tape cost down 25%

Configuration:

· 2 backup blocks

· All slots new

· 2/3 library used

· 1/3 unused

· Slots 6x year 1

Fermi Active

· Double backup blocks

· Convert slots

· Add caching disk

· Tape cost down 25%

Configuration:

· 4 backup blocks

· All slots new

· 2/3 library used

· 1/3 unused

· Slots ~10x year 1

Estimated Year 6
(225.6TB)

Fermi Standard


· Add caching disk

· Increase slots by 1/3

Configuration

· 2 backup blocks

· Slots 8x year 1

Fermi Active

-Add caching disk

· 3 additional backup blocks

· Increase slots 1/3

· Drive cost down 25%

Configuration:

· 7 backup blocks

· Slots ~13x year 1

Estimated 6-year TCO

Applying the two models to the proposed hardware and software shows that for year one that ADIC robot is cheaper but for years 2 thru 6 the Spectralogic robot is the most cost effective solution:

	Year
	Spectra Standard
	Spectra Active
	ADIC Standard
	ADIC Active

	1
	$329,719
	$329,719
	$279,328
	$279,328

	2
	$135,064
	$454,402
	$142,848
	$474,458

	3
	$132,569
	$721,767
	$234,420
	$830,748

	4
	$582,057
	$756,795
	$723,142
	E

	5
	$194,192
	$623,280
	$268,688
	E

	6
	$367,681
	$1.13M
	$505,083
	E

	Total
	~$1.74M
	~$4.02M
	~$2.15M
	E


SpectraLogic pricing includes 24x7x4 maintenance. The ADIC quotes are based on currently negotiated pricing and includes using the second robot arm and a separate tower. The ADIC maintenance contract is pending renegotiation on 9/30/04 and the company refused to discuss maintenance costs with us.

At year 4, with the ADIC Active model, we exceed the capacity of the D0 ADIC.  Another quadra tower would need to be installed, space would need to be allocated for.
Recommendation
CSS recommends using the existing TiBS software, purchasing two Sun Solaris servers and purchasing the Spectralogic robot for the needs of CSS.  

The initial rollout will require 2 FTEs of effort. This covers configuring, testing and migrating existing CSS supported unix backups to the new system.  The timeline is based on implementation once the hardware is delivered:

	Functionality Test
	7 - 10  working days

	Systems Testing
	12 - 15 working days

	Initial Rollout 
	40 – 50 working days

	Initial Rollout Complete
	59 – 65 working days total


Once the rollout is complete, the operational cost will be ~ .5 FTE. This is less than the existing effort currently expended on backups.
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