CD/CSS/CSI
Symantec AV Report Server Design Note
To meet DOE requirements, we are being required to centralize the monitoring and control of Virus/Adware/Spyware detections throughout the lab. We have begun centralizing this process with a new Central AV facility, and most recently, our vendor (Symantec) has enhanced their product to provide improved central reporting. The new reporting product requires a new server to support this function.
Symantec AV Report Server Design Note
Background
The computing Division has been using the Symantec Enterprise edition Anti-Virus product since 1998. Over the course of time, Symantec has been making various improvements on the product. One major enhancement that was released in the 10.1 version of the product is a central reporting server.

The SAV Reporting server will eventually replace the current alerting and monitoring tools in the product. Currently, there are only limited functions in the reporting tools, and there was no way to centralize all of the data from the separate SAV AV managing servers. The current monitoring tools (Symantec System Center Console) requires additional software be installed on each administrators workstations and a special account defined in the SAV server. The System Center Console (SSC) does not offer the ability to generate reports or different views of the data. Additionally, the storage of SAV activity was stored on individual AV managed servers in a proprietary database. With the new SAV Reporting server, the SAV activity data will now be stored in a central SQL database. 

With the new web based SAV report server we can centralize the information and build customizable web reports that can be targeted to different administrator levels. Since the product uses a standard SQL database, future interfacing or customizable reports can be done.

Requirements
The current version of the product requires a windows based server running IIS and either Microsoft SQL 2000 or Microsoft SQL 2005. SAV managed servers will require the Report Server agent so they can send detail information to the report server.  The SQL database needs to be 2GB in size for every 1,000 SAV clients. A single report server can easily accommodate installations with over 50,000 SAV clients. 

Design

Best practices dictate that you should not combine the database with the web server and application. SAV’s report server does allow the ability to run the SQL database separate from the web server portion. Since the Report Server will be part of the Anti-Virus major application plan, it is not practical or prudent to use existing SQL or IIS web servers for this application.

This server will be part of the Central Services offerings, so keeping the machine up as near to 24x7 is a must. We plan to house this server at the FCC2 computer room, but with power/cooling and floor space at a premium in FCC; we are planning on using Microsoft’s Virtual Server technology to aid in reducing the number of physical servers needed to support this service. 

Virtual Server will allow us to run multiple instances of the operating system running as separate entities on one physical computer. Microsoft’s licensing allows us to run up to (4) virtual servers on one physical Windows 2003 Enterprise edition server. The Virtual Server software is free of charge from Microsoft. With this design, we envision having (4) virtual servers running on the single box. We plan on running (1) virtual server for the SQL database, and (1) virtual server for the IIS server. We plan on using the (2) additional virtual servers for test and development of future versions of the SAV Report server. We have discussed this design with the lab FCSC and he finds that it meets our lab security requirements.
Hardware
DELL has been a world leader in Windows servers, and offers a variety of systems that can be configured as windows servers. The current PowerEdge 2950 (or equivalent) 2U servers are very versatile and have been certified to be run the latest versions of the Windows 2003 Server operating system, as well as they are the newer 64bit architecture. 

Because we will essentially be running several complete Windows servers under one physical unit, we need to purchase a server with ample disk, memory, and CPU power to run all of these services simultaneously. We plan to purchase the system with 8GB of memory, Dual CPUs, and (4) 160gb or similar disks. The disks will be configured as a RAID 5 set and will be hot swappable to limit downtime. Additionally, the unit will be ordered with dual hot swappable power supplies.

Software
The servers will be purchased with the Windows Server 2003 R2 64bit version. Additionally, we will need to purchase Microsoft SQL 2006 application software. The maintenance will fall under the lab wide Microsoft Software assurance program, and we will true-up our licenses where needed.
Cost
The proposed hardware for each server is:


DELL 2950 2U expandable chassis



(2) Dual core processors per unit (64bit processors)



Redundant power supplies



(4) 146GB drives using RAID technology


8GB memory (expandable in the future to 64GB)

	Hardware
	Cost
	Quantity

	Dell 2950 Server
	7500
	1

	MS Server license
	3000
	1

	total
	$10,500
	


Timeline
	Milestone
	Time
	FTE Needed

	Order equipment, plan and obtain rack, power, and networking
	4 hours
	1

	Configure test equipment to develop configuration details on the SAV report server. This can be done while waiting for the production hardware to arrive. 
	20 hours
	1 FTEs

	Setup production hardware in Rack with software configured based on early test results

	8 hours
	1 FTE

	Work with Accel Division on incorporating their SAV server to our report server.

	6 hours
	1 FTE

	Work with CST to upload data to their reporting server
	8 hours
	1 FTE
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