D0:
** Finding: D0 should be congratulated for significant reductions in

     their overall reconstruction time via analysis of the AA tracking

     code and subsequent code improvements.  This has resulted in a

     linearization of the luminosity dependence for the

     reconstruction.

Comment: Worries persist about the reconstruction times, however -

     especially as luminosity increases.

Recommendation: D0 should vigorously follow the plans to further

     improve speed-up of tracking code like outside-in tracking with

     the  goal to significantly reduce CPU by looking at the

     algorithms, without sacrificing physics.

-------

** Finding: D0 should be commended on their significant achievement of

     reprocessing their 0.5 fb^-1 sample offsite.

Comment: leading stuff, pushing T1 functionalities, however large load

     in manpower (~1 FTE per site) -- how does this scale in the out

     years?

Recommendation: Assess scalability, and think through future needs to

     repeat that exercise.

-------

Finding: Sam serving 50 000 Mevents/year is a major achievement

-------

** Finding: D0 has manpower issues to solve: question on hole in

     database personnel and timescales: trigger and luminosity databases;

     Samgrid interoperability efforts noted to be affected as well.

-------

** Finding: D0 data formats could be further optimized and shrunk, e.g.

     tracking hits on thumbnails

Comment: Congratulations on achieving agreement on Common Analysis Format

-------

** Comment: D0 should work more vigorously toward adoption of dCache as

     CDF, CMS and the LHC seem to be making this a standard.

-------

** Finding: D0 has demonstrated capability to use LCG resources via

     a SamGrid gateway.

Recommendation: D0 should pursue to use the OSG w/in next 6 months,

     based on interfaces/experiences learned on LCG.

Comment: We express skepticism about the availability of GRID

     resources to accomplish reprocessings once LHC has data to process

     (even a small amount).

-------

Finding: * Small worry about how MC events are being generated with underlying

  events that match 800 pb^-1 of data. What happens to this MC when

  more, higher luminosity, data becomes available.

    - plan for re-using MC at higher luminosities

CDF
Findings:

We congratulate CDF for their excellent progress on data handling and data processing, for picking up recommendations and acting on and solving most of the issues.

We also commend that CDF achieved stability for their software going into "maintenance" mode, except for particular parts like forward tracking. CDF is monitoring the performance of algorithms as function of luminosities, at low lumi performance of the reconstruction software is very stable

This allows CDF to "extend" MC datasets with different conditions, e.g. overlapping events at higher luminosities, instead of having to produce again

We commend CDF for achieving a 6-week turn around for physics quality data-samples, which is an excellent success of data processing and validation, and their ability to prioritize work
There exists already good experience with 1-pass processing

comments: 
CDF data processing systems seem ready for reconstruction production of 1/fb luminosities

-- the production cycle is centralized and efficient, and now including ntuple making

However, ntupling of datasets seems to be a potential bottle neck and is driving the computing requirements
Finding:

We commend them on adapting SAM for their reconstruction and data-distribution.
Comment: 
CDF should continue pursue a complete SAM deployment, and the SAM team should continue to address the needs of CDF.  
It would be a good goal for CDF, working with the SAM team, to eliminate the need to back-fill SAM from the DFC for MC production in 2006, so that the DFC could be turned off, streamlining the MC request system.
SAM should also be used for data handling on the Glide-InCAF
Finding
The committee heard that CDF wants to move a significant part of their data analysis running to remote sites, and proposes a model that is similar to how the LHC experiments plan to use their analysis Tier-2s, by moving specific datasets to remote sites for analysis.
Comments: 
We are skeptical about the availability of off-site disk resources to
support analysis model, unless it is being explicitly planned for with the funding agencies. 
We encourage CDF to explore this model, both on the technical side, to understand the implications for the CDF-CAF system, and on the management side, working with the funding agencies to ensure CDF to get "T2-like" resources outside Fermilab, in the US and in Europe.
CDF should probably start the discussion/dialog with the funding agencies  in Oct to see what resources in particular on LCG et al would be available to them

Findings:
We commend CDF for the achieved merging of the functionality of their farm and CAF to
help optimal use of resources.
The CD strategy of FermiGrid was successful in helping CDF's path to share resources and become more Grid compatible. CDF seems to have embraced that model, and is now in a position to use CMS and OSG resources for their CAF users.

Comments:
We endorse CDF to move their resources to be available as a Fermigrid resource, and we encourage CDF to move forward more rapidly to allow also their systems to become accessible/sharable with others, like D0 and CMS, and the OSG.

CDF should work with CD to plan carefully scaling up the tape libraries as required, with the new tape technology and shortages in tape library space
Retirement and failure of disk servers should be included in future CDF procurement projections.  
CDF should develop a strategy for moving data from worker nodes at Grid sites and accessing calibration databases through FronTier without depending upon outgoing WAN connectivity from the grid site's worker nodes.
CD
Findings:

The organization into a Run II department allows the "larger facility issues" being addressed at CD level    
The farms procurement task force is a good way to get the inputs required to assess the strategies for farm node procurements and commissioning for the coming large upgrades. 

In 2008 the size of Run II computing facilities will be similar to the projected size of the CMS Tier-1 facility.

The plans shown addressed mostly the hardware needs assuming sufficient manpower and resources for operating the facilities. 

Comments:

There are issues that should be addressed in a common way, like retiring of old hardware, use of space, power, cooling

CD should work with CDF and D0 to provide tools for better understanding farm usage for the different work flows, like data processing, ntupling, analysis, etc, and in particular to develop a strategy based on these input on disk cache sizes and use, disk/tape ratios, CPU/I/O ratios etc.
This should help to work out detailed and comprehensive upgrade and procurement strategy for farm CPU updates, disk and storage system upgrades, tape upgrades. These plans should also take into account the needs for operations manpower, cooling, space etc, with a view in the required increases for 2008 and beyond.
CD should make the (small) investment necessary for 10GBit uplink to the RunII experiments
