SAM (REX/Ops) Operations Meeting 2007.09.25

Present: SteveW, SteveS, Randolph, Art, Robert, Anil, Parag, Andrew,
Dave Berg, Angela, Krzysztof, ByeongRok (remotely), Adam (typist)

Releases:

DB server release 8.3.0 changes to bring the mini-DB up to date with
retired date stuff and new cx_oracle. Randolph is testing at CDF with a
project.

No new client stuff.

List requests command (IT-3029)- fails in old release but works in a new
release - but don't know why it is failing in the old release now. Can't
figure out why this is so. IDL mismatch? Error is not as such - problem is
that a string is terminated early (before the null terminator). No idea why
yet. Server is the same for both. The client has changed - but changes
should not effect this. And removing the changes does not fix the
problem. Claim from users is that it used to work with the old client, but
then suddenly stopped. Problem really is in the software (problem occurs
on different machines). Perhaps CVS tags are wrong, but that happens
automatically.

Since the new one works, perhaps not put too much effort into making the
old one work. But want to know why this fails. Hard to make a unit test out
of this because lots of data need to be in the database. Mystery! But at
least the new one works!

Robert is working on DH Get Lite - make sure the file is not released until
the transfer is complete (solves a problem that Mike Diesburg has doing
production). Under test now.

DO:
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IT-3019 is dCache failure in UK. Andrew has a procedure to uncache the
file from Willem's station and will get the file from somewhere else. Would
prefer that SRM would give some status that file is no longer available
(doesn't do that).

IT-3022/3030: There are instructions for what to do in 3022. Parag cannot
connect to Gridka's XMLDB from FNAL (firewall? service down at
GridKa?). Need help from GridKa. We no longer have a contact at
GridKa.

IT-3023 is being worked out. The index did not solve the problem.

fnal-cabsrvl crash: Andrew is looking into a bug. Station crashed again
because log file hit 2 Gig. Perhaps put in code to open a new log file when
it gets too big. There are lots of projects (~400).

IT-3028 - Problem for Joel? We don't do queue.py.

See Releases section above.



We think same problem as IT-3019 (see above)

CDF:
Notes from the meeting are in this font.

Tape labels are now being outsourced. New labels are much better.
Have to replace all labels in the robot.



When pnfs manager goes offline, all jobs get unhappy. Hope that new
hardware is more reliable.
Kudos to SAM shifter for reporting pnfs outage immediately.

Krzysztof: fcdfdatal50 was taken offline because system was not staging
files. Alex worked to try to get it unstuck. What worked was to move all of
the stage pools to different nodes. New requests could not be put in
because of memory growth on the read-only pools. Fortunately,
fcdfdatal50 was being drained for a reconfiguration, so it was easy to
take it down.

Angela: new version of fcp server that does multiple queues. Running on
fcdfprjl. Needs testing.

MINOS:
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Would like to move our 'vault' second raw data copy
to LTO-3 whenever convenient. About 4.5 TB .
Discussed this with Sasha M.

DCache -

20 Sep DCache upgrades went smoothly for us.
No file handle problems so far, too early to tell ?

Many monitoring web pages are still stale ( Jul 31)
( login lists, door plots, pool contents, etc)

Slow ROOT DCache reads in root >= 5.12
We still need to rerun tests on larger test files.

BlueArc - Preparing for deployment of 30+ TB SataBeast/BlueArc
as /minos/scratch and /minos/data
Encouraging test of 1/2/3 disk failures before deployment.

SAM -
One of the Minos users surprised us by wanting to run
parallel jobs in the classic SAM fashion,
not caring about the order of file delivery.

Liz quickly updated the SAM framework to allow this.

IT 1894 Need 'sam locate' in C++ API
Users really need this feature.

Oracle -

Minosorai firmware was upgraded. 20 Sep
during the DCache maintenance.

OPEN ISSUES

IT 1894: sam locate via C++ api, for simple client needs



Offsite user could not get to the database browser because their site had
blocked the DBB port. DBB does not run on port 80 because of security
iIssues at FNAL.

DB:
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Downtime at DO on 10/2 to upgrade DB to Oracle 10.2.0.3 (since GCC will
be down on 10/2).



Downtime for CDF to upgrade DB to Oracle 10.2.0.3 on 10/3 for lab wide
power outage. Needs confirmation from Rick.

Enstore/DCache:
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Krzysztof:: Is the arm problem due to firmware (is the arm making a
painful movement?)? Dave: For example, handbot can become
misaligned. New firmware will try to detect and correct this problem.



4000 DLTs for SDSS need to be removed because tower is going out of
warrantee. SDSS is copying files and this process may affect D@'s usage
of the ADIC.

3rd SL8500 will be moved into FCC2 south of the ADIC. May be delivered
today or tomorrow or soon.



