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Mission

The Computing Division’s mission is to play a full part in the mission of the laboratory and in particular to proudly develop, innovate, and support excellent and forefront computing solutions and services, recognizing the essential role of cooperation and respect in all interactions between ourselves and with the people and organizations that we work with and serve.  

Context and Assessment of Current State

The strategic plan for the Computing Division is guided by the strategic directions for the laboratory, as presented by director Pier Oddone, the strategic plans for the field of high energy physics and related disciplines as presented through several official reports including EPP2010, HEPAP and P5 reports, and by existing memoranda of understanding and project commitments.  

We are involved in a very broad range of scientific programs of the lab including as scientific collaborators on CDF,D0, MINOS, MiniBoone, Nova, CMS, SDSS, DES, SNAP, US Lattice QCD, ILC projects, COUPP, the CMS center at Fermilab, the Center for Particle Astrophysics and the Accelerator Center.  

We are involved in collaborative efforts to provide the innovative and forefront computing solutions needed for the scientific programs through Advanced Computing research programs of work.   

We provide services and computing solutions to all the scientific programs of the lab through common solutions and shared scientific computing facilities and services. 

We are taking a strong leadership position in the Open Science Grid and we are working to ensure that the wide area networking infrastructure will support a globally distributed computing infrastructure. 

We provide expert engineering and software systems solutions for experiments DAQ and control systems and maintain expertise and services for the pool of detector electronics equipment known as PREP.  We work on the remote operations center for the LHC and help facilitate access to and monitoring of the accelerator and the CMS detector. 

We build and operate innovative and cost effective high performance computing facilities for Lattice QCD scientific research as well as leading the project to build and operate facilities at BNL, Jlab and Fermilab.   

We provide tools and assistance to scientific programs to help support collaboration, to enable data analysis, to advise and assist with software and database coding and software infrastructure, to design new detectors and understand old detectors. Much of this is done through support of tools used widely in our field.  However some of these tools involve extensive research efforts by Fermilab scientists and technical staff. 

We provide the central IT infrastructure for the laboratory through site networking, site-wide Windows infrastructure, email and helpdesk systems, central web servers and many other IT services and database applications that support the entire laboratory.  

We lead the lab in implementing and fully embracing a vigorous and continuous process for computer security. 
All of the above efforts are effective and well serving their stakeholders. However technology is evolving rapidly in all aspects of computing and scientific services and solutions must scale with increased demands.  Constant evolution of all of the services and revitalizing of expertise is essential for the success in the future.  

Systems to plan, track, monitor, assess progress exist and are used throughout the division but all require further evolution to better support planning, operations, quality assurance, monitoring and metrics for our work.  

Vision

By 2011 we expect Fermilab Computing Facilities and Fermilab staff working on computing solutions (includes engineering) to continue to excel and be second to none in the high energy physics and astrophysics world.  

We expect Run II computing to be in steady stable state focused on analysis of condensed datasets with likely the last major reprocessing of Run II data having been completed in 2010.  However we expect Run II experiments to have an option to reprocess data should that be necessary for understanding a discovery or new physics. Grid computing resources at Fermilab and elsewhere would be used for such reprocessing.

We envision fully provisioned CMS computing facilities and services and expect to handle vast amounts of data from the LHC at Fermilab and to support rapid access to and processing of that data for all of US-CMS and for the wider CMS experiment.  We expect to be playing a strong role in making Fermilab a welcoming and efficient place to work by supporting the tools and facilities that users need to be productive. 

We expect CD to continue to play a strong role in support of the experimental Astrophysics program and we expect CD to be active in both DES and SNAP, and possibly super-CDMS and other experimental astrophysics programs.  

We expect to have a continuing role in support of high performance computing for Lattice QCD.  With many large supercomputers coming on line in the 2008-2010 timeframe we anticipate developing a clear set of delineating features and goals for high performance computing at Fermilab – not only for Lattice QCD but for other computationally intensive science such as Accelerator modeling and Computational Cosmology. 

We expect to see Fermilab playing a leading role in ILC and the strength of the CD in computing, engineering and DAQ being part of the lab’s plans for the ILC. 

We expect to see fully centralized management of IT infrastructure and services at the lab, encompassing all of the currently disjoint and private IT, telephony and cyber security infrastructure of AD and Business Services and other areas of the lab.  We expect to be running an increasing number of powerful systems and services for a larger number of people at the lab and worldwide. 

We expect to see Grid Computing and globally distributed computing and services in full production mode, having evolved considerably between 2007 and 2011.  

We envision a continuous process of hiring new staff, with an emphasis on hiring junior staff, of training and re-training of existing staff because technology will continue to evolve rapidly and everyone in CD must expect to participate in a continuous process of developing their skills.  

We expect to have considerably more scientists as members of CD by 2011, thus strengthening the successful way of working that teams up scientists, engineers, computing professionals and technical and support staff to work together on computing solutions. 

We expect to increase our participation in collaborative work with computer scientists, other sciences, university researchers and with NSF and DOE large facilities and to join with NCSA and ANL and others in working together to advance computing and networking support and innovation for our scientific programs. 

Stakeholders

The stakeholders are the funding agencies (DOE and NSF), the lab management, divisions and sections,  and the broad lab user community, the many scientific collaborations that we work with, the consortia we belong to (such as the Open Science Grid and the National Lattice QCD project), the multidisciplinary projects that we participate in (such as SciDAC projects), the other collaborative endeavors that we undertake with ANL, DESY, CERN, University of Chicago, University of Wisconsin and others,  and finally the members of the CD.  

Goals and Objectives 

1. Provide excellent, secure, and, where necessary, innovative computing solutions to support the scientific program of the lab. 
a) Provide stability and support for the computing and core software systems to help maintain scientific productivity of the Run II, Experimental Astrophysics and Neutrino programs. Provide help to the smaller experiment and testbeam efforts of the lab, as resources permit. 

b) Ensure that the CMS Computing Facilities at Fermilab are 2nd to none and that they fully support the LPC at Fermilab and all of the U.S. Tier 2 facilities in enabling rapid scientific results from CMS. 

c) Participate in the scientific and technical specifications of future scientific programs bringing CD experience and computing expertise. Play a useful and important role in helping the lab to capture the ILC, possibly leading in some areas where we have expertise and experience. 

2. Selectively carry out scientific computing research in areas where innovation and new ideas might lead to significant gains in functionality, cost, performance or efficiency in computing solutions. 
3. Develop secure, efficient and cost-effective IT infrastructure and applications to support overall lab operations.  
4. Create a stimulating and rewarding working environment for talented scientists, computing professionals, engineers, technical and administrative staff. Support and encourage our scientists to participate in the scientific program of the lab. 

5. Further develop and integrate our management/measurement/planning/analysis processes and information systems to help us plan, execute and measure our work and progress on all of the above goals. 

Strategies

1. Provision the underlying facility and networking infrastructure to support the above goals.  

2. Continue to encourage the use of common and shared computing solutions.

3. Nimbly adjust over time the balance of effort on the current scientific program (2007), the LHC programs and the ILC and future programs. 

4. Ensure that all staff are given access to training, tools and incentives to develop professionally in a way that is aligned with the lab’s scientific program needs.  Increase the amount of yearly job-specific and/or management training that each person in CD receives until it closely matches industry norms. 

5. Improve communication and collaboration within and outside CD. Use tools such as strategic plans, structured meetings, status reports, quarterly reports,  and technical seminars, communication forums and division newsletter. 

6. Ensure every scientist has an active scientific mentor within or outside of CD.

7. Work closely with stakeholders and potential collaborators to identify target areas for innovation and target areas for competitive proposals for funding. 
8. Increase visibility and acceptance of our work (both R&D work and production solutions) by attendance at conferences, workshops and other forums. 

9. Increase usefulness and acceptance of our work by ensuring that training and education of users, as well as well-written and maintained documentation is an integral part of our services and deliverables to our stakeholders. 

10. Continue to invest in working with Office of Science and DOE-CIO to protect the lab from over-restrictive policies and practices with respect to travel, foreign nationals, cyber security, PII, HSPD-12, and more that could limit our work and constrain our ability to collaborate globally. 

Resource Needs 

The process of planning for facility infrastructure and network infrastructure is a continuous one and must be re-evaluated every year as technology changes and as the requirements of the scientific programs evolve or become better understood. Since the Run II experiments will still be extracting physics results from their data and the LHC experiments will be in full operations by 2011 no ramp-down in human resources can be envisaged.  In fact, in the period from 2008 to 2009 a significant ramp-up in human resources will be needed to make progress towards the vision outlined above and to meet the goals. If members of CD become deeply involved in ILC detector work, as well as ILC control system and accelerator work, an increased ramp-up in human resources will be needed, including possibly in the engineering area. 

Progress Indicators
1) Reviews of  scientific programs productivity, satisfaction and future needs

2) Number of and budget of innovative programs of work – maintain at or above current level.

3) Cyber security performance measures

4) Data storage, caching, data delivery and network performance measures

5) Reviews of quality and timeliness of hardware, software and integrated systems development projects

6) Number of scientists in leadership positions in scientific collaborations and fraction of time scientists are able to spend on research activities. 

7) Number of publications that our scientists are principle or influential author on

8) Feedback from staff on the environment in CD and on their morale (survey)

9) Number of projects and activities with structured programs of work and milestones increases by 10% each year

10) Increased training of staff linearly between 2006-2011 to reach industry norms

11) Decrease in number of systems and services that are not centrally supported – by at least 10% per year. 

Additional Information

Our values will be, as stated in our mission statement, to put great emphasis in working collaboratively with others and in taking pride in our work.  Everyone in CD will make it their personal concern to ensure that they and our entire organization work safely.  No-one will take unnecessary risks or cut corners on processes and everyone will maintain awareness that an accident or incident can not only result in personal injury or damage to property, but also have far reaching consequences for the lab. 

The strategic plan of the computing division is designed to accept that there may be unforeseen changes in schedule, funding or other resources and certainly unexpected changes in technology.  The most important factors that will allow us to respond to such changes are a) the agility of a well trained staff  b) strong collaborations and ties with people outside of the lab  c) a good planning, tracking and management process that allows us to fully understand how our resources are being deployed at all times. 

RUN II Computing

Strategic Plan for Run II Computing

Qizhong Li, et al.

12/7/07

Mission

To provide support for the computing needed to meet the physics goals for the Run II experiments in the most cost effective and efficient manner achievable, while simultaneously maximizing the research productivity of the participating physicists via innovative and effective computing solutions.

This mission includes providing innovative and effective solutions to the computing problems posed by the experiments in such a manner as to maximize the research productivity of the physicists participating in these experiments.

Context and Assessment of Current State

The Computing Division currently provides support in all aspects for the major hardware computing systems, data handling and storage, analysis software infrastructure and database administration. The CD also supports raw data logging and archiving at D0, raw data archiving services at CDF, desktop OS support at CDF, production operations at both experiments and online systems administration at both CDF and D0. Support for the grid computing software infrastructure, database applications, project disk and production operations are provided jointly by the experiments and the CD. The experiments alone provide support for all software pertaining directly to the detector, reconstruction or physics analysis. CDF also supports a stand-alone dCache pool used for transient data storage, plus a proprietary job submission and workflow management system. D0 also holds full support responsibility for an on-site analysis cluster, clued0.

Many critical systems used by these experiments, such as data handling, are reaching maturity. Continued gains in stability, robustness and reductions in operational workload should be expected in these cases. In other areas, such as grid computing, the experiments are in various stages of development and transition. Significant effort from both the experiments and the CD may be required before these systems enter a maintenance phase. The continued growth of the datasets and consequent computing demand of the experiments may continue to stress the scalability of all systems.

As the experiments reach the end of data taking, the available resources from the collaborations will decline. It is imperative that the CD be in a position to provide on-going support for all critical computing systems within the experiments throughout this transition, and if required, to take on new responsibility for those critical systems at risk of losing support from the experiment due to this decline. These goals must be achieved within budget constraints that are at best flat and possibly declining.

Vision

Within the next year, most major developments by the experiments will be completed. Systems will transition into a maintenance phase that will include implementing changes directed at improved robustness and reduced operational load for both service providers and users. Service and infrastructure monitoring will be increasingly automated; common service failures will be detected by the monitoring rather than by users, and will alert service providers accordingly.  Most if not all simple and common operational tasks will be automated, with significant progress made toward automating more complicated tasks.

Most computing resources used by the experiments will be accessed via grid portals, including those used for production activities and, if possible, analysis. Data movement between off-site computing and on-site data handling systems will proceed via fully grid-compliant mechanisms. 

Effort provided by the CD will become increasingly directed at simplifying the complexities and workload associated with utilizing the computing facilities provided.

The operational load required to run the computing infrastructure for the Run II experiments will begin to decline, with further drops throughout the remainder of the experiments.

Stakeholders

The stakeholders for Run II computing are the CDF and D0 collaborations, the Computing Division, Fermilab management and the US and foreign funding agencies.

The customers of Run II computing are the CDF and D0 collaborations.

Goals and Objectives 

1.Provide sufficient computing to the Run II experiments to meet the physics goals of each

2.Support on-going computing operations at CDF and D0

Migrate all computing farms into Fermigrid where possible and advisable. (Migrating clued0 into Fermigrid is not a goal of this Strategic Plan or the D0 collaboration.)

3.Provide grid-compliant solutions to data movement and job handling.

Expand the role of Grid computing within the experiments as possible and advisable.

4.Complete all major development on the computing infrastructure within the next year. Transition as many systems as possible into a maintenance phase

Improve the robustness, efficiency and usability of the computing systems

Reduce the workload required to operate the combined computing systems at the experiments.

5.Improve and expand the level of automation available for system operations, monitoring, data processing and user services.

 Maintain online systems at the Run II experiments in accordance with principles of best practices and standardization.

Strategies

Both experiments should adopt a grid-based computing model as allowed within the available effort. The scope of computing included within this strategy should balance the cost of implementation against possible gains in efficiency, synergies with existing projects and support workload reductions. Such solutions will benefit the experiments by enabling the use of a more diverse array of computing resources around the world, and better consolidating the support effort needed across the experiments. These solutions will benefit the lab by  better enabling economies of scale to apply to the computing plant and associated grid infrastructure, and by providing a more cost effective solution to the peak loading problems presented by each individual stakeholder. The scope of computing included within grid-based models should balance the cost of implementation and future support against the needs of the experiments, possible gains in efficiency, synergies with existing projects and support workload reductions. The CD should provide leadership to the experiments within this area.

For systems in which significant development remains, the CD should encourage and pursue incremental improvements whenever possible in order to minimize the effort and risk associated with development activities.  Adopting common, community or lab supported solutions whenever feasible can help reduce the support load by leveraging effort external to the Run II experiments or REX department.  

Synergies with existing and future projects should be exploited to the maximum extent possible. The Run II experiments share many common elements and strategies with MINOS, CMS and other active or proposed experiments at the Lab. The data handling and storage systems for these experiments, in particular, have benefited greatly from the use of common  solutions provided within a central services model. The Run II experiments and the CD should continue to seek new ways to leverage effort across projects in all development efforts. The grid migration and data movement problems at the Run II experiments are prime examples of where such synergies might result in significant savings.

A high priority should be placed on increasing stability and robustness since these issues feed directly into operational workload. 

Solutions should pay particular care to user workflow and usage in order to provide solutions that are effective.

System administration practices should conform to industry-wide principles of best practices and utilize standardization and automation to reduce cost and improve efficiency.

Resource Needs

The REX Department has lost five individuals over the past year, including two scientists. Replacements for this effort will be needed in order to reach the goal of transitioning most major systems into maintenance by the end of FY08. A short period of increased effort during FY08 could be used effectively toward advancing this goal. Flat funding for human resources through the end of data taking may be necessary in order to carry the increased load created by the migration of effort from the experiments, regardless of whether data taking ends in 2009 or 2010.

A flat funding profile for equipment through the end of data taking is expected and will be adequate to provide for the computing needs through the this period..

Once data taking ends, the support for production activities will become greatly reduced, as will the need for the associated hardware. Some moderate to large scale re-processing should be expected to occur during the first two years after data taking. The resources required to perform such activities should be retained in some form during this period.. 

Based upon the progress of existing analyses, we anticipate the need for significant analysis computing to continue three to four years after data-taking. It is possible that a small number of analyses will extend into a fifth year after data-taking. The scale of available analysis computing assets should remain level for at least two years, possibly ramping downward thereafter. This subject should be re-evaluated as the end of data-taking approaches and the scale of post-data taking analysis becomes evident.

All activities directly related to raw data taking and archiving will cease at the end of data taking.

Progress Indicators

Physics output:  The primary objective for the computing project is to support the physics at the experiments. A sustained physics output with no noted or significant limitations imposed by the available computing systems is the most important metric.

Grid transition:  All available slots on computers purchased by the experiments are utilized with high efficiency. The scale of local operations is expected to reach between 5k and 10k slots with on the order of 10k successful jobs completed per day. The decommissioning of all non-grid computing resources will indicate a high level of success at the grid transition.

Robustness and operational workload:  A significant decline in the rate of problem reports from users will be an important indicator of progress. The number of manual interventions required per week on a particular system will demonstrate the level of stability for that system, and provide a metric related to operational workload.

User efficiency enhancements: These are difficult to measure. The number of physics analyses per active researcher will provide some clue as to improvements in the usability of the systems. The time difference between data taking and first results, and the number of such first results also provides some estimate of researcher productivity. Timely publication of the “core analyses” as described in the Run II Task Force Report from March, 2006, is an essential goal and should be considered a baseline metric for the success of analysis computing.

LHC/CMS

Strategic Plan for CMS and LHC  (2007-2010)

The CMS and LHC Strategic plan is to cover the coming three years.   During this time CMS will execute dedicated cosmic runs at the end of 2007 and in early 2008, an initial physics run at low luminosity in 2008, and two years of physics data in 2009 and 2010 .   The facilities group will have completed the most challenging years of Tier-1 center preparation, procurement and deployment.   The distributed computing infrastructure will have been exercised at the expected scale and complexity.   

Mission 

The mission is to develop, innovate, and support excellent and forefront computing solutions and services for the CMS experiment at CERN and the U.S. CMS Software and Computing Project and in particular to build a Tier-1 regional computing center as part of the Worldwide LHC Computing Grid and a CMS analysis computing facility for the LHC Physics Center at Fermilab, and to collaborate closely with similar efforts at other CMS institutions in the US and internationally.  It is also to our goal facilitate remote collaboration and remote operations at Fermilab for the CMS collaboration and for the LHC accelerator.  

Context and Assessment of Current State

The LHC program at FNAL is comprised of several related activities.    FNAL is the U.S. host lab for the U.S. CMS project. Activities include detector construction and commissioning, construction of and running a remote operations center for remote detector operations and data operations for CMS and for LHC accelerator monitoring. FNAL hosts the CMS Tier-1 computing facility for the Americas, the core group of application framework software developers and a significant fraction of the distributed computing developers are employed by FNAL, and FNAL is a leader in the development and deployment of the Open Science Grid that benefits both US-LHC experiments and other science communities.

The LHC and CMS monitoring activities have successfully demonstrated the ability to contribute to operations at a distance.    The Remote Operations Center (ROC) final facility is complete and has successfully contributed to the Magnet Test and Cosmic Challenges (MTCC) and tracker integration activities, including shift work, real-time monitoring, and data reprocessing.    The LHC at FNAL facility is a model for remote operation centers and technical challenges regarding secure access to CERN based systems are being overcome.

The Tier-1 computing facility is in the middle of the final phase of the procurement and deployment cycle intended to reach full capacity by 2008.    The US-CMS Tier-1 center will achieve more than  60% scale of all important capacity metrics by the end of 2007.

Software developers at FNAL completed the re-engineering of the CMS core software framework in 2006.   This massive undertaking, involving coordinating contributions from global CMS, was completed on schedule.  The software was successfully validated during the CMS Computing Software and Analysis Challenge (CSA06).   The distributed computing effort in CMS centered at FNAL continues to make significant strides in deploying scalable services for data management, workflow execution, and analysis submission. 

The Open Science Grid received funding from both the DOE and the NSF in 2006, for running the Grid as a distributed facility and to enable it to contribute to grid based storage, higher level distributed computing services, packaging and deployment, and support.   US-CMS continues to play a leading role in the OSG, and to benefit from advances provided by OSG efforts.

Vision

By 2009 the US-CMS Tier-1 computing facility at FNAL will be the largest and most capable remote computing center for CMS.    US-CMS will meet its obligations to the international experiment with processing, storage, and network resources commensurate with the size of the US fraction of the collaboration.    FNAL will bring to bear the professional expertise at facility operations and deployment required to support the Tier-1 center.

By 2009 FNAL will be the best place in the world to perform CMS physics analysis.     The combination of a critical mass of expertise at the LHC Physics Center (LPC), adequate computing resources to support the local analysis community, access to locally stored data samples, and a strong connection to experiment monitoring and operations will result in a world-class analysis center.

By 2009 the accelerator and experiment monitoring will provide CMS and the accelerator division with a unique opportunity to contribute to the experiment and accelerator operations from the US.   

Stakeholders

The sponsors of the CMS and LHC work are the U.S. LHC Research Program funded by the DOE and the NSF, and the Fermilab core program. 

Customer are the Fermilab and University scientists doing CMS research, and the CMS collaboration. 

Effort and deliverables are provided from many groups both internal and external to the Laboratory.

Goals and Objectives 

-Deliver an active Tier-1 computing facility that meets the requirements for custodial data storage, data serving capacity, reconstruction processing capacity, and local and wide area data serving capacity as outlined in the CMS computing technical design report (CTDR).
-Provide a functional data operations team to peer with the CERN based team.  The CMS data operations model calls for two teams: one operating at CERN during the European day and one operating at FNAL during the U.S. day.   The teams have equivalent responsibility and authority during their respective shifts.

-Provide sufficient local analysis computing, user storage, and data serving capacity to support a community of roughly 200 participating scientists.

-Develop distributed computing infrastructure to make efficiency use of the CMS dedicated and opportunistic resources through the OSG common grid infrastructure.   This includes the use of processing resources for simulation, analysis, and event reconstruction as well as the delivery of data management components to make efficient use of distributed storage resources. 

-Facilitate the development and deployment of the CMS core framework to give a competitive scientific advantage to CMS in data analysis.

-Provide opportunities for US physicists to actively participate in detector commissioning and operations from the US through remote monitoring.

- As part of the lab-wide LHC@FNAL collaboration, provide capabilities for remote participation of US scientists in the operation of CMS and support the integration of US accelerator scientists and engineers into the LHC commissioning effort.

- The CD effort concentrates on collaboration tools and user friendly, robust and secure access to online information during operations.    One such capability is Role Based Access (RBA), software to restrict access for authorized users to the LHC controls system.     We are involved in investigating new technologies for remote operations as well as supporting the network and computer hardware for the center.

Strategies

For the facility CMS has utilized a strategy of yearly procurements at increasing capacity and complexity.    The goal is to achieve a sustainable operations ramp by not more than doubling the number of systems or the capacity of resources in a year.  

In distributed computing and core software development US-CMS has practiced active engagement with the international experiment, while maintaining a strong local core team.

Services and infrastructure are tested with service challenge activities that permit multiple elements of the computing, software, and analysis systems to be evaluated simultaneously.    

CMS remains committed to the success of Open Science Grid and maintains close integration with OSG development and deployment projects.

Resource Needs 

We expect the engineering resource needs profile to be roughly flat through these three years, in terms of the overall FTE count. The physics effort will increase and additional scientists, RAs and guest scientists will be required to start the physics program of the LPC.   The project will naturally be transitioning from a development focus to an operations focus.

The funding profile for equipment procurements is about flat. 

Progress Indicators

CMS will transition from a preparing to a running experiment beginning with the start of LHC operations in May of 2008.    The goal for CMS is to achieve a level of service reliability and transparency in the distributed services comparable to what can be achieved with local access to computing resources.

 By June of 2008

· CMS expects be able to successfully execute 10,000 jobs per day on the FNAL batch computing resources through a combination of the LCG and the OSG grid interfaces.

· The local community should be able to submit 20,000 jobs per day across local and remote resources.

· CMS expects to be able to reliably accept 200MB/s of data from CERN to tape.

· Time from deciding to transfer data to achieving the desired throughput should be less than 1 hour.

· The goal is to provide transfers from FNAL storage to Tier-2 centers at between 100MB/s, to the worst connected Tier-2 centers, and 1000MB/s for the best connected Tier-2 centers.   

By June of 2009

· CMS expects that the number of job submissions to FNAL and to U.S. distributed resources will increase slowly, but that the volume of data being accessed and the diversity of samples requested will increase.

· The Tier-1 center will execute 2 complete reprocessing passes of the custodial raw data.

· In 2009 the accelerator is likely to be collecting low luminosity data, but ramping toward the accelerator design goals.   The physics groups at the LPC will have access to sufficiently large samples that analyses of rarer signals will be possible. 

Linear Collider

Strategic Plan for Linear Collider  (2007-2011)

Stephen Wolbers  June 21, 2007

Mission

The mission of CD’s ILC activity is to:  

1. to develop and utilize computational accelerator physics tools for the ILC.

2. to develop controls systems for ILC test areas.

3. to support and perform ILC detector simulation.

4. to support and perform ILC detector R&D.

5. to develop and provide Low Level RF (LLRF) for ILC superconducting cavities.

6. to perform R&D for all of the above and to help produce the Engineering Design Report (EDR) for the ILC in 2010.

7. to coordinate CD’s ILC activity with the lab, US and world-wide ILC R&D.

This work is done in collaboration other Computing Division areas, with all Fermilab divisions and with other institutions (labs and universities) from all over the world. 

Context and Assessment of Current State

ILC activites at Fermilab cover many areas of activities, including superconducting RF R&D (cavities, cryomodules, test facilities), controls, detector R&D, and accelerator R&D.  The activities are coordinated by the ILC Program Office in the Fermilab Directorate.  The Computing Division efforts are focused on areas where CD has expertise or skills or where it makes sense for CD to participate.  The last few years have seen CD take a large and growing participation in ILC controls, LLRF, instrumentation, detector simulation, accelerator modeling, and detector R&D.  

In addition to the above areas CD has provided major effort for the Reference Design Report (RDR), especially in the areas of controls, LLRF and computing.  This includes costing.  The RDR was released in part in February, 2007 and in full in April, 2007.  After a review process the RDR process will be complete.   

Vision

The Computing Division will provide leadership roles in ILC R&D activities as well as test facilities leading to significant contributions to the design of the ILC, including the areas of detector R&D and simulation.  The ILC international project is entering a new phase in which Engineering Design Reports (EDR) will be the focus of R&D activities from now until 2010.  This includes both accelerator and detector design.  Test facilities at Fermilab, in particular the test accelerator in NML and the test beams program will be heavily used for the R&D required for the EDR.  The Computing Division will provide effort for all of these activities and this effort will increase somewhat over the next couple of years as we approach the EDR completion date.  Increases in activity are expected to occur in detector R&D and simulation, now that an EDR date has been agreed on.  

Stakeholders

The Stakeholders for the ILC work are as follows.  First, the lab is working together on many of the ILC projects and the stakeholder is the laboratory’s ILC R&D program.  On specific projects the stakeholders are the Technical Division, the Accelerator Division, the Particle Physics Division and the Computing Division.  On a national basis the stakeholder is the North American ILC effort.  Internationally the stakeholder is the Global Design Effort and the detector concept and eventually collaborations.  

Goals and Objectives 

Specific goals are the following:

1. Provide leadership on activities, primarily R&D, leading to the final ILC EDR for the accelerator and detector(s).

2. Participate in ILC controls R&D.

3. Develop expertise and participate in LLRF for the ILC.

4. Provide key hardware and software components for ILC test facilities.

a. Controls for vertical and horizontal test stands.

b. Controls for test accelerator at NML. (ILCTA)

c. LLRF for all test facilities

d. Gain expertise in SCRF accelerator test facilities

e. Build cross-Division and cross-laboratory collaborations.

f. Collaborate on ILC cavity data management as required or desired.

5. Develop expertise and leadership in ILC detector simulation and detector R&D, including participation in the test beam activities at Fermilab.

6. Contribute to ILC accelerator design.

7. Participate in data management activities related to front-end data, controls, and testing facilities. 

Strategies

The strategies that will be used to meet the goals include the following:

1. Participate in the ILC Global Design Effort, specifically the EDR effort for the accelerator and the detector concept and EDR effort.  In some areas (controls, LLRF, detector simulation, accelerator simulation) CD will take on leadership responsibility.

2. Collaborate with other labs around the world on specific hardware and software projects.

3. Participate in R&D activities related to Controls systems, high availability systems, LLRF, test facilities, remote operations, accelerator simulations, detector simulations, and modeling.

4. Train computer professionals, engineers, technicians, and physicists in the use of new tools, techniques, hardware and software. 

5. Partner with other Divisions at the lab and with other labs and universities on projects and coordination activities required for the development of the ILC.

6. Build on and expand accelerator tools alone and in collaboration with Accelerator Division and other institutions.

Resource Needs 

As the work on the ILC ramps up, especially with the test facility in the New Muon Lab and the ILC detector R&D, additional staff will be required to provide the engineering, fabrication, testing, coding, debugging, simulation and operation of the various ILC efforts.  It is assumed that all M&S funding for components will be provided as part of the Fermilab centrally managed ILC funding.  CD will work through the Fermilab ILC managers to request and budget for these items.  

Progress Indicators
Progress will be measured against world, American and Fermilab ILC milestones and deliverables.  At Fermilab many of the activities will be tracked against local plans (e.g. for the NML facility) or against Americas or other plans for R&D and related activities.  The very matrixed nature of the activity and funding makes this difficult but will continue to be refined as the work grows and the plans change.

Additional Information

It is clear that a project of the magnitude and world-wide scope of the ILC is constrained by many factors and will be driven in many cases by forces not completely controlled by Fermilab.  These include the GDE, the ILC Americas, and collaborative work with other laboratories.  Even within Fermilab there will be constraints based on the coordination and delivery of plans, hardware and software components across all of the Divisions.  All of this will have the potential to modify significantly the technical requirements, schedule, scope, and resources available to Computing Division, as well as the demands for deliverables from the Computing Division.  The risks involved are not insubstantial and will have to be dealt with by constant communication and coordination with all of the many parties involved.  The best way to ameliorate the risks will be to provide technically sound solutions within time and budget constraints.  In other words CD should be a trustworthy partner and a leader in technology, management and collaboration.  

Neutrino Program

Strategic Plan for the Neutrino Program

June 20, 2007

Mission

The mission is to support the computing needs of the Fermilab Neutrino Program so that it can conduct original research in neutrino physics.

Context and Assessment of Current State

The Division is currently involved in direct support for two of the neutrino experiments, MINOS and NovA. Support is provided for the MINOS Computing and the MINOS Offline Software. Support is provided for the Nova Data Acquisition (discussed in the DAQ Strategic Plan), NovA Offline Computing and NovA Database Applications. 

Vision

Support the computing needs of the Fermilab neutrino program.
Stakeholders

The stakeholders for each experiment consist of: 1) the Computing Division, 2) the Laboratory management, 3) the funding agencies 4) collaborators both within and external to Fermilab.

Goals and Objectives 

1. Continue to support the computing infrastructure for the MINOS experiment. 

2. Continue to support certain parts of the MINOS Offline software.

3. Plan the computing infrastructure for NovA in conjunction with the experiments needs.

4. Support the NovA database applications at the appropriate level.

Strategies

The broad strategies to achieve the strategic goals are:
1) provide the computing infrastructure to allow the MINOS experiment to maximize the physics potential of the data.

2) help NovA plan its computing infrastructure.

3) help NovA with its database applications as appropriate.

4) utilize shared resources within the Computing Division, especially those developed for larger physics experiments, where possible, to maximize efficiency.

Resource Needs 

At present there are 2.7 FTE’s supporting the MINOS computing effort, mostly computing professionals.   Additionally, MINOS draws on computing professionals in other departments in CD 

Progress Indicators
For MINOS, the major progress indicators are publication of papers in refereed journals.
Lattice QCD

Strategic Plan for Lattice QCD (2007-2010)

Jim Simone, et al.

11/28/07

Mission

The mission of the QCD Department is to support high performance computing in accordance with DOE Office of Science, Laboratory, and Computing Division strategic plans.  In particular, support the areas of lattice quantum chromodynamics and computational cosmology through the design, deployment, and operations of computing facilities, and through software development.

The QCD Department supports scientific users located at Fermilab, other national laboratories, and national and international universities.  This support includes operations of the computing facilities, direct user support, and software development and deployment.

Context and Assessment of Current State

The QCD Department is part of the Scientific Computing Facilities Quadrant of the Computing Division.  The flagship projects of QCD are the DOE SC LQCD Project, a major IT investment defined through an OMB Exhibit 300 document, and the DOE Office of Science SciDAC-II National Computational Infrastructure for Lattice Quantum Chromodynamics project.

The SC LQCD Project is in the third year of its four year life (FY06-FY09).  QCD currently operates three high performance clusters with an aggregate sustained performance of 3.8 TFlops.  In FY08 eight peer-reviewed physics projects rely on computing time allocated on this facility by a national committee.

The SciDAC-II Project is in the second year of its four and half year life (FY07-FY11).  QCD Department members participate in various software development subprojects overseen by a national committee.

High performance computing continues to emerge as an important strategy for many diverse scientific areas of interest to the laboratory.  In addition to lattice QCD, these areas include computational cosmology, accelerator modeling, and electromagnetic cavity design.  We anticipate that high performance computing techniques will be adopted by other areas, such as Monte Carlo simulations for physics and detector design. 

The QCD Department already provides guidance and operations for computational cosmology, cavity design, and accelerator modeling.
Vision

The QCD Department currently participates in the DOE SC LQCD Project, which runs from FY06-FY09.  A follow-on five year project is anticipated.  This follow-on project will be similar, calling for QCD to operate existing facilities and to design, purchase, and deploy new facilities.  QCD Department members are involved in the planning of this project and the writing of the OMB Exhibit 300 document that will govern the management of the project. 

As new initiatives for high performance computing arise within the Laboratory and Computing Division programs, the QCD Department will be called upon to provide architectural designs, guidance, and potentially purchase, deployment, and operational support of new facilities.  An example of this is the Computational Cosmology Initiative (CCI), new in FY07, involving a collaboration of scientists at Fermilab, the University of Chicago, and Argonne National Laboratory.   In FY07, Fermilab and the University of Chicago funded the acquisition of a high performance computing cluster to be devoted to cosmology.  QCD Department members were instrumental in the design and purchase of this hardware, and QCD will operate the facility starting in FY08.

· We will deliver steady, reliable, and cost effective computing through our operations of high performance computing facilities.

· We will play important roles for these high performance computing facilities at the laboratory, FRA, and DOE SC levels.

· We will ensure that Fermilab provides the premier facility for LQCD analysis for the national community

Stakeholders

The stakeholders for the SC LQCD and SciDAC-II projects consist of: 1) DOE HEP and NP, 2) Fermilab scientists, 3) Fermilab Computing Division, 4) scientific users within the US at national laboratories and universities, and 5) international scientific collaborators.  

The stakeholders for the CCI consist of: 1) DOE HEP, 2) FRA, 3) University of Chicago, 4) Fermilab scientists, 5) Fermilab Computing Division, 6) scientific users at Fermilab and collaborating institutions.

Goals and Objectives 

1. Operate the existing and future SC LQCD computing resources, providing steady and reliable computing services for our stakeholders.

2. Design, purchase, and deploy the combined FY08/FY09 LQCD cluster as defined in the SC LQCD OMB Exhibit 300.

3. Design, purchase, and deploy LQCD computing facilities as part of the follow-on SC LQCD II project.

4. Investigate and/or evaluate the cost effectiveness of future architectures for lattice QCD computing.

5. Participate in SciDAC-2 software development projects and make significant contributions in the areas of workflow, large system reliability, and code optimizations for cluster hardware.

6.  Provide project management to the DOE for SC LQCD

7. Deploy, operate and expand high-performance computing systems for Computational Cosmology.

8. Provide architectural guidance and operational advice for other high performance computing needs that arise at the laboratory.

Strategies

1. Work with other departments in the SCF Quadrant to provide effective high performance computing services to Lattice QCD and other high performance computing areas, including data management, networking, and GRID expertise.

2. Continue to provide meaningful metrics on the operations of our high performance computing systems.  These metrics provide important performance feedback to all of our stakeholders, and they help our users to maximize their scientific productivity. 

3. Interact with computer hardware manufactures, such as Intel and AMD, and with system manufacturers and vendors to proactively understand technologies and opportunities for maximizing the cost effectiveness of the high performance computing systems that we design, deploy, and operate.

4. Maintain awareness of energy efficiencies on system designs and operations.  Assist stakeholders to keep the computing resources operated by the department fully utilized.  Work with the Facilities Operations Department to ensure that our high performance computing systems are optimally coupled to the facilities’ HVAC and central power systems.

5. Maintain awareness of external DOE and NSF high performance computing initiatives and participate technically where appropriate and strategic for the laboratory. 

6. Maintain an awareness of cyber security policies and best practices, and implement effective security controls and policies on all hardware operated by the department.

7. Maintain a moving 5-year roadmap of high performance computing requirements, opportunities, and capabilities.

Resource Needs

The computing facilities currently operated by the QCD Department are housed in the LCC computer rooms.  The power and cooling capabilities of LCC must be provided reliably in order to meet operational goals.  The new facilities to be deployed by the department will be housed in the GCC-C computer room.  In order to meet important DOE-level goals, beneficial occupancy of GCC-C must occur in time for the deployment of the next SC LQCD cluster in October 2008.

The QCD Department currently has seven members, mostly Computing Services Specialists and Architects.  These staff members operate our facilities, design and deploy new computer systems, develop software for operations and as part of the SciDAC II LQCD project, and assist in the project management and planning of DOE SC LQCD projects. These personnel are funded by the SciDAC II project (about 2 FTE), the SC LQCD project (about 2 FTE), and by the base program.  As the QCD Department takes on additional responsibility on new initiatives, and as attrition occurs, additional staff will be required. We see a need for staff with domain expertise in the areas of these new initiatives.
Progress Indicators

· For SC LQCD, meet milestones and deliverables defined by the OMB Exhibit 300 document.

· For LQCD and other projects (e.g. computational cosmology and RF cavity simulations) provide web-based real-time performance metrics and summary reports.

· For SC LQCD, pass external DOE reviews.

· For SciDAC-II, meet progress goals as defined by the SciDAC-II Lattice Computing Proposal and by the Software Committee.

· For Computational Cosmology, finish deployment and begin operations of the facility by the beginning of calendar year 2008.
Additional Information

· SC LQCD

· OMB Exhibit 300 documents for FY06-FY09

· External reviews (2005, 2006, 2007): see http://projects.fnal.gov/lqcd/reviews/
· USQCD web portal: http://www.usqcd.org/
· Fermilab LQCD portal: http://lqcd.fnal.gov/
· SciDAC-II Lattice Computing Project (“The Secret Life of Quarks”)

· DOE SciDAC Program website:
http://www.scidac.gov/physics/quarks.html
· Project proposal: 
https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=1359
· Computational Cosmology Initiative (CCI)

· CCI Task Force Report, August 14, 2007, Dodelson et al
Experimental Astrophysics

Strategic Plan for  Experimental Astrophysics

(2007-2010)

6/21/07

Mission

The mission of the Experimental Astrophysics Group is to conduct original research in experimental particle astrophysics.

The EAG enables Fermilab to collaborate with universities and other institutions internationally in projects that are aligned with the mission of the laboratory, that are at the forefront of research in their particular field, and for which the laboratory can contribute unique benefit.

Additionally, some members of the Computing Division outside of  EAG participate in experimental astrophysics projects that are led by other parts of the Laboratory.

Context and Assessment of Current State

The EAG is part of the Fermilab Center for Particle Astrophysics (FCPA), which includes members from throughout the Laboratory.   The flagship project of EAG is the Sloan Digital Sky Survey.  Relatively new projects include the Dark Energy Survey and the SuperNova Acceleration Probe.  These projects are broadly planned and executed in context of the laboratory’ particle astrophysics program centered in the FCPA.    Another new project, the  Computational Cosmology Initiative (CCI), is being led by the Theoretical Astropysics Group in PPD but will involve CD members, including EAG. Other CD members participate in the Auger and Cold Dark Matter Search (CDMS) projects.

Vision

The EAG  (and other members of the FCPA) currently participate in the Sloan Digital Sky Survey.  The vision is that as the SDSS ends in one year's time, the EAG will transition to new projects.  The Dark Energy Survey (DES) is an intermediate timescale project, with first data to be collected in 2010.  The SuperNova acceleration probe (SNAP) is a long timescale project, with launch sometime in the 2013 range.  In connection with these large projects, EAG expects to participate in ancillary projects, such as the Computational Cosmology Initiative, that are in support of or complementary to the large experimental projects.  While the core size of EAG is expected to remain stable, it is expected that EAG will continue to attract collaborators from other experiments within the laboratory as the makeup of the laboratory’s program changes in the next several years.  The Fermilab Long Range Plan envisions growth in the overall astrophysics program of a factor of 3 over its current size in the next 5 to 10 years.

Stakeholders

The stakeholders for each project consist of: 1) the funding agencies; 2) collaborators both within and external to Fermilab; and 3) the public scientific community at large.  Unlike traditional particle physics experiments, data from particle astrophysics experiments often have legacy value and utility to researchers outside the experiment.

Goals and Objectives 

1.Sloan Digital Sky Survey: Deliver processed data to the SDSS collaboration and publish to the public through June, 2008 consistent with existing commitments to the SDSS project and conduct scientific research with those data through 2009 and beyond.  Provide engineering and technical support to SDSS telescopes and facilities at APO through June, 2008.

2.Dark Energy Survey: Work with DES collaboration to deliver DECAM to CTIO and to conduct survey planning and mock data challenges to prepare for start of survey operations by 2010.

3.SNAP: Work with the SNAP collaboration to ensure that SNAP is selected for the NASA/DOE Joint Dark Energy Mission by delivering the winning advanced conceptual design report in response to NASA’s Research Opportunities in Space and Environmental Sciences competition.

4.CDMS: Work with the CDMS group in PPD to ensure that data are acquired and processed in a timely fashion such that CDMS remains the leading dark matter search experiment in the world.

5.AUGER: Work with the Auger group in PPD to ensure that data are stored and processed in a timely fashion such that AUGER becomes the leading experiment for high energy cosmic rays in the world.

6.Computational Cosmology Initiative: Work with the TAG to build a 10,000 CPU machine and create physically accurate simulations of the universe that meet the requirements for analysis of  DES data and that are competitive with the best simulations in the world.

7.FUTURE: Identify and develop new opportunities in Experimental Particle Astrophysics.

Strategies

The broad strategies to achieve the strategic goals are:
1) provide a productive working environment for astronomical data collection and analysis; 
2) utilize shared resources within the Computing Division, especially those developed for larger physics experiments, where possible, to maximize efficiency;

3) leverage EAG’s expertise in conducting large, data-intensive surveys,  by applying common knowledge and solutions to similar areas in different projects;

4) collaborate with colleagues from affiliated project institutions.

Resource Needs 

At present EAG has 14 members, mostly scientists.   Additionally, the experimental astrophysics projects draw on scientists, computing professionals, engineers, and technician in other departments in CD and with scientists and personnel in other divisions.  Through the FCPA,  EAG works closely with scientists in other divisions and numerous visitors.  To maximize the effectiveness of these people, space within the FCPA is required to accommodate them. 

Progress Indicators

For SDSS, the major progress indicators are data releases, which are schedule to occur once per year, and publication of papers in refereed journals.

For DES, the major progress indicators are passing DOE reviews (CD1, CD2, CD3).

For SNAP, progress is defined by achieving internal project milestones, working towards the delivery of a completed conceptual design report.

For CDMS, progress is defined by data release publications, with analysis.

For CCI, progress is defined by the size and performance of the computing machine and, later, by the size (volume of universe), detail (number of particles) and accuracy (physics) of the simulations.

Additional Information

From time to time, opportunities arise to broaden EAG and the Computing Division’s participation in these projects in areas where the Computing Division has significant strengths.

Central Computing

Data Storage and Caching

Strategic Plan for Data Storage and Caching (FY07-09)

Gene Oleynik, Eileen Berman, Matt Crawford 2006-10-09

Updated by Matt Crawford, Gene Oleynik, Alexander Moibenko, 2007-06-20

Mission

The mission for Data Storage and Caching is to

· Provide robust and highly available multi-petabyte permanent storage capacity for scientific data, efficient access to high demand scientific data, and data movement resources for the evolving needs for High Energy Physics experiments and other Fermilab supported scientific endeavors.

· Provide permanent and volatile storage, data movement resources, infrastructure and support for the evolving Grid base through the OSG under laboratory agreements.

· Provide and support storage and transfer services, or elements of software, according to customer agreements, and participate in protocol evolution.
· Provide long-term custodial integrity of the data in the permanent store.

Context and Assessment of Current State

The Computing Division provides a multi-petabyte (PB) permanent tape store with disk-caching front-ends as well as software to manage the files and tape volumes and to provide fast, load balanced disk-based access to files in high demand. Volatile, non-tape backed disk caching is also provided with less capacity. Software for managing these systems and moving data over the local and wide-area networks is developed in-house or in collaboration with external groups. At the end of FY 2006, over 4 PB was stored on tape, over 500 TB of disk caching was provided, and transfers to and from tape were typically 20 TB/day. By June 2007, this had grown to nearly 6 PB on tape and 32 TB/day moved to and from tape.

Support and development for the Data Storage and Caching (DSC) systems is provided by administrative and development groups within the Division and through the SRM and dCache collaborations. Enstore software has just begun to move toward a collaborative development basis, with our first partner being PIC in Barcelona.

The enstore tape-handling system has been in production for several years, and has recently been adopted by another LHC Tier-1 laboratory. dCache and SRM have been successfully used in USCMS service challenges, but still face a ramp-up in data volumes. 

The tape technologies currently in use are StorageTek and ADIC tape libraries with 9940, LTO-1, LTO-2, and LTO-3 media. LTO-4 drives and media will be added soon. A number of these libraries and tape technologies are approaching end-of-life, and have high and rising media costs with no prospect of increasing density. A migration program is under way to eliminate the 9940 and LTO-1 tapes. In FY06 we purchased two new 10,000-slot SL8500 libraries and fifteen LTO-3 tape drives. A third SL8500 is to be ordered late in FY07. These new libraries will support a variety of current and future tape technologies with higher densities.

Some storage customers receive dCache and SRM in the form of a service with first-tier support from the DMS/DSC section. Others use the dCache/SRM software in a customer-managed service with DMS/DSC providing second-tier support. Still others have a primary source of software support and DMS/DSC plays a third-tier role. All users of enstore receive a service fully supported by DMS/DSC. Because developers still do fill some support role for each installation of dCache and enstore, the number of installations is limited if developers’ time is not to be fully consumed in support.

Data Storage and Caching depends on Networking to provide internal connections, local-area links to data sources and consumers, and paths to remote sites. Achievable rates for data movement depend in large part on the capacity and quality of these network paths.
The challenges in the upcoming years will be

· To acquire and service the resources required for the dramatic increases in permanent and caching storage.

· To meet or lead rising expectations of worldwide peers and stakeholders.

· To migrate to or incorporate improved platforms and products in order to increase the robustness of the top-level services and reduce the ongoing operational effort.

· To migrate from old to new technology and provide a high level of availability and integrity to the large volume of permanent data.

Vision

We will provide Data Storage and Caching resources and service to our stakeholders in a timely, efficient and highly reliable manner, at the required capacity and rate. We will anticipate needs and provide for capacity, robustness, software features, maintainability, and high availability. We will be fully prepared for USCMS’ current production estimates, and able to react quickly to changes in those estimates.

We will regularly evaluate new commercial and community products that may increase the value-to-effort ratio of the storage systems. We will participate in decisions about the evolution of access and transfer protocols. 

We will align our development efforts and staffing with the Grid Facilities Department’s support for OSG distribution, deployment and use of storage software. We will operate a leading data storage center at Fermilab for the OSG community.

Stakeholders
Stakeholders for Data Storage and Caching are

1. FNAL-based experiments: D0, CDF, USCMS, MINOS, MiniBooNe, SDSS, DES, Auger, KTeV, and others.

2. FNAL supported scientific research: LQCD, Theoretical Physics.

3. Grid users through FermiGrid and by agreement for permanent resources: US CMS Tier 2 sites, OSG sites and others.

4. Non-scientific infrastructure FNAL such as beams, networking, and others.

5. LCG.

6. ILC. 

7. Computing Division storage and data movement software developers, administrators, and networking staff.

8. DCache collaboration, SRM collaboration, Enstore collaboration, VDT collaboration.

Goals and Objectives 

Major objectives and goals are:

9. Be prepared for storage and transfer requirements by having plans developed one year ahead and resources in place at least six months ahead of need.

10. Provide robust, scalable, and highly available real-time disk and tape based storage solutions.

11. Provide the core storage and data movement functionality, including communication protocols, as agreed upon with stakeholders, and add features to Data Storage and Caching as needed by our stakeholders’ evolving requirements.

12. Maintain agility in storage technology and suppliers in order to sustain long-term archival storage and access (including disk cache), and to provide the most reliable, cost effective storage solutions.

13. Contribute storage software, development effort, and administrative support to the OSG and Grid community. Contribute storage element and data movement software production level releases and patches through the VDT that can successfully be installed and upgraded at OSG sites. 

14. Provide long-term custodial care for data in permanent storage.  Maintain the integrity and availability of long term storage as technologies evolve.

Strategies

1. Storage Capacity and bandwidth strategies

a. Have semi-annual reviews and reports including updated projections of stakeholder storage and movement needs and technology assessments. One of these reviews should be a taking-stock meeting with participation from all stakeholders.

b. Acquire the storage capacity and movement resources to meet these needs.

c. Migrate to denser media as early as possible.

2. Robustness, scalability, and high availability strategies

d. Improve the robustness and scalability of storage and data movement software.

e. Maintain all storage software and OS versions at secure levels.

f. Improve the public dCache hardware, provide a comprehensive plan for scalability and high availability, and provide sufficient capacity for projected needs of both local and grid-based public users. 

g. Put storage hardware on a three to four year replacement cycle.

h. Reduce the administrative effort and downtime resulting from hardware failures. 

i. Reduce the effort and length of downtimes from software and OS upgrades.

j. Aggressively phase out outdated tape media, drives, and movers to reduce maintenance effort and costs.

k. Improve the dCache administrative level of support by investing in the skills of the administration staff. 

l. Improve the sharing of storage hardware resources for efficiency, with a possible target of federating all enstore tape systems.

m. Galvanize storage and data movement software and systems against poor or inefficient user practices.

n. Galvanize storage and data movement software and systems against OS weaknesses.

o. Provide improvements in operational workflow and monitoring of systems. 

p. Provide quick, professional and helpful turn-around to customer requests.

3. Add core and new features to Data Storage and Caching software as needed by our customers.

q. Continue our close relationships with our stakeholders and understand their requirements.

r. Develop and deploy core functionality and additional features and solutions in enstore, dCache and SRM to meet customer needs and to fulfill agreed upon obligations.

s. Support IPv6 for external and internal communication. 
t. Increase community participation in enstore, dCache, and SRM development. 

4. Maintain hardware, software and vendor flexibility:

u. Follow and attend storage related conferences and pursue vendor relations.

v. Investigate and test new storage hardware technologies.

w. Investigate and test commercial and open-source storage software solutions.
5. Grid Facilities and OSG strategies include administrative support for Fermilab as an OSG storage element. They also include alignment of development and support efforts with the OSG to for stable releases of dCache and SRM storage elements.

x. Lead OSG VDT and extension storage efforts. Provide administrative and integration support for VDT efforts, including establishing and administering a storage element testbed.

y. Provide development and administrative support for the OSG Fermilab storage element.

z. Provide enstore in RPM form, free of FNAL-specific assumptions.

6. Custodial care strategy maintains the long-term integrity of data in the permanent storage facility. Archived files’ integrity must be maintained for durations on the order of five years or more. We assume an unlimited period of data retention, until the stakeholder deletes it. Any custodial strategy must incorporate migration to new media. 

aa. Provide improvements to data integrity tasks and workflow.

ab. Migrate legacy media to newer technology when cartridge density increases by at least a factor of four. Aggressively migrate media from older technologies before they reach their end-of-life or become markedly expensive to operate. Migration is difficult and expensive if postponed to the last possible moment.

ac. For experiments with very large data sets, like D0, CDF, and US CMS, where duplication is not economically feasible, spread their data in a sensible manner across at least two geographically separate sites. For experiments with smaller data sets, where it is economically feasible to make two copies, duplicate their files at two geographically separated sites. We will provide a framework for a data availability policies and negotiate and monitor performance of agreements made under these policies.
Resource Needs

The years 2007-2010 are transition years for Fermilab. The LHC will be ramping up in 2007-2008 while the Tevatron experiments will ramp down around 2009-2010. Both will need significant Data Storage and Caching resources during this period. The projected additional permanent storage and data movement resources needed between 2007 and 2010, including migration from older technology, exceed 25 PB, 75 tape drives, and 3 to 4 PB of disk cache. This amounts to at least 4 new 10,000-slot libraries to be acquired in FY 2007-2010 and lots of disk. 
Need for new administrative and development staff is felt now. Over the next 5 years, additional effort must be found locally or externally to scale up storage and data movement systems as they rapidly grow, and to provide current and future storage and data movement feature sets for the evolving needs of our stakeholders. 

Progress Indicators
15. Semi-annual reports and a taking stock meeting with stakeholders.

16. Metrics on usage trends and available capacity and bandwidth.

17. Metrics in the measurement of migration to new media and on progress on duplicating small experiments’ files.

18. Metrics on data integrity.

19. Metrics on planned and unplanned downtimes.

20. Published project progress and milestones. 

Additional Information

The strategy for improving reliability and improving the scalability in the management of the permanent storage systems will incur several extended downtimes on these systems over the next year. The stakeholders will need to accept the necessity of these planned outages that, once complete, will result in fewer and shorter downtimes.

The required capacities for storage and transfer have some uncertainties. The needs and schedules will be better understood in FY08. The current plans of acquiring another library in FY07 yields a good readiness state well into FY08.

Technology may not progress as fast as roadmaps imply or may be defective in our environment in some manner. We will protect against this by pursuing and testing diverse storage technologies. 

The total amount of core work exceeds current levels of staffing.  Failure to produce adequate additional staff in FY07 would severely impact the ability of the Data Storage and Caching section to meet its goals and obligations.
Central Computing

Video Conferencing

Strategic Plan for Video Conferencing  (2008-2011)

Sheila Cisko June 22, 2007

Mission

Provide support for video conferencing operations at the laboratory, including direction and assistance, to enable communication using conference room and desktop collaboration technologies.

Vision

By 2011 the components of collaboration technology may be significantly different than those of 2007.  The need for Fermilab conference rooms with collaboration capabilities will continue to rise but the inclusion of personal collaboration devices will increase dramatically.  Methods of multipoint collaboration will converge for users to communicate by wired or wireless internet, POTS telephone, cell phone, Voice over IP (VoIP), computer applications, Instant Messaging (IM), or other devices.  Bandwidth requirements will increase to support not only the number of users and their equipment but High Definition (HD) video and data.  Services for bridging multiple sites and endpoints will be required and are likely to be widely dispersed throughout the world, necessitating the use of standards-based products for interoperability. 

Stakeholders

The stakeholders for video conferencing operations and support include on- and off-site  Fermilab collaborators. 

Goals and Objectives 

The goal for video conferencing is to facilitate reliable user-friendly communication with Fermilab’s global collaborators.  To obtain this goal video conferencing, or collaboration, is comprised of operational, room appointment and desktop, infrastructure, technology investigations objectives.

· Operational objectives includes management, monitoring and metrics of conference room video systems

· Conference room appointments – assist and facilitate appointment and upgrade of video conference rooms

· Video conference infrastructure – ensure support infrastructure for quality video conferencing RCWG & workshop efforts, VRVS

· Video Conference Investigations – Track, evaluate and deploy advanced video conference technology

· Video Conferencing Desktops – provide consulting & assistance in deployment of desktop and personal video conference technology

Strategies

Proposed strategies for meeting these goals are:

· Implement automated monitoring of room-based video systems for metrics

· Utilize subcontractor resources for conference room appointment and upgrades to existing video conference facilities.

· Provide sample desktops and personal devices equipped with a/v and video conference capabilities.

· Produce an investigative test-bed for collaboration and multimedia technologies.

Resource Needs 

Materials such as video conference codecs, desktop and laptop computers and servers will be necessary to accomplish the described goals. Personnel to test, oversee room appointment projects and provide back up support for video conferencing operations are needed. 

Additional Information

If the current video collaboration service providers, ESnet ECS and EVO/VRVS, are not supported or further developed the need for replacement services will arise. The services could be provided by external subcontractors or subcontracted services or implemented on-site. If the latter, equipment and personnel resources will be required to operate and maintain the necessary infrastructure such as gatekeeper, multipoint control unit or other. 

Central Computing

Central Services

FY08 Strategic Plan for Central Services (2007-2010)

(M. Kaletka, M. Leininger, J. Schmidt)
12/7/2007
Mission

Provide common central computing services which broadly underpin the Laboratory's Open Science and general technical and business missions.  

Context and Assessment of Current State

The strategic plan for Central Services is guided by the Computing Division Strategic Plan and the strategic directions of the Laboratory program, and MOU’s and SLA’s established with other organizations, including internal Laboratory organizations (other Div’s/Sec’s). The strategic plan is also guided by cybersecurity guidance and directives imposed on the Laboratory by DOE.

The Computing Division provides a comprehensive set of central services which support the daily scientific and business functions of the lab (web, email, print, storage, database and application development, backup, etc.), the computing support infrastructure (patching, inventory, configuration mgmt, antivirus, authentication, metrics and accounting, etc.), and the computer security infrastructure (inventory, scanning, automated controls, etc.). While these services are available to essentially “all comers”, not all parts of the Laboratory choose to use them, resulting in redundant expenditure of effort. In addition, several of the services have grown to be very complex, with limited depth of knowledge in the support groups (one or two “experts”), leading to concerns for future reliability.

Computer security is a well-planned and successful effort but is particularly impacted by reaction to the cybersecurity guidance and directives, and frequent short-deadline calls for information, flowing from various offices in DOE. These frequently do not take good account of the Open Science model of the Laboratory, so there is a constant struggle to minimize the impact on the Laboratory’s scientific program, which draws effort away from managing the computer security program of work.

The requirements of Open Science are still being understood and incorporated into the exiting environment and work model in areas like planning, risk assessment, and mitigation. This work must be done in coordination with Open Science Grid.

Optional statement about where we are now in carrying out this part of our mission.  Here you can state how this strategic plan aligns with or interacts with other strategic plans. 

Vision

Be the provider of innovative, high-quality, secure common computing services. By providing these common services, contribute to the Laboratory’s successful execution of the current scientific program and the LHC, while positioning the Laboratory to successfully compete for the ILC.
Concise statement describing the state we would like to see by 2009. 

Stakeholders

Sponsors: Computing Division management; Laboratory management; DOE management;

Customers: All users of Fermilab computing resources, world-wide, regardless of affiliation;

Providers:

List the stakeholders for this area of work (sponsors, customers, providers, and other interested parties). Include any other pertinent background information about this area of work.

Goals and Objectives 

Overarching Goals

· Achieve “operational excellence” by following best practices for service delivery, quality and change control, customer service and satisfaction, etc., implementing ITIL (or similar) framework.

· Fully centralized management of IT infrastructure and services at the lab, encompassing all of the currently disjoint and private IT, telephony and cyber security infrastructure of AD and Business Services and other areas of the lab (a Computing Division strategic goal).

· Stable and secure operating environment which is flexible and responsiveness to user needs.

· Services “marketed” and used throughout the Laboratory (scientific & business applications).

· Plans developed one year ahead and resources in place at least 6 months ahead of need.

Central Services

· Provide robust, stable and secure production central IT services, including email, web, printing, global file services, etc.;

· Increase the level of support and the level of security for all centrally-provided services;

· Provide robust, stable and secure infrastructure to support the major operating systems, e.g. sw distribution, patching, inventory & config control, licensing, etc.

· Provide innovative new services which anticipate customer demand;

Customer Services

· Increase customer support staff and end-user effectiveness through training and documentation.

· Improve end-user experience through more intuitive and user-friendly interface for customer support.

· Better automation and integration of account processing.

· Position to be support centers for OSG, LHC, ILC, etc.

· Provide support for major desktop operating systems – Windows, Linux, MacOS.

· Collaborate and integrate efforts across the whole Laboratory, including cross-pollinating best practices. Successfully market services to other Div/Sec.
Scientific Applications & Databases

· Support running experiments at appropriate levels and be ready for LHC and ILC requirements.

· Agile response to new and rapid shifts of responsibilities and demands accompanying the end of Run II data taking and loss of effort in the Run II experiments;

· Develop stronger expertise and support for open source databases and tools, reducing the dependency on Oracle, with a goal of reducing development and support costs. 

Infrastructure Applications & Databases

· Develop and support those applications which are needed to improve the efficiency of the Division while avoiding duplication of functionality provided by other parts of the Laboratory.

· Apply focused effort to improving the efficiency of the HelpDesk in processing accounts and node registration, specifically.

· Successfully market new applications to other Div/Sec to further reduce redundant effort and improve efficiency.
Computer Security

· Decrease the response time to threats by automating processes currently done by humans;

· Deliver security related services in a way which solicits the willing support of users;

· Deliver services which are palatable to end-users. 

· Encourage a participatory culture & integrated security management which gets people “on board”.

· Remain proactive in understanding and guarding against new threats while maintaining an appropriately open computing environment.

· Maintain our security life cycle process – documentation, certifications, process, auditability, etc. – at levels which comfortably assure our ability to operate.

· Continuously improve computer security training programs to maintain user and sysadmin skills and respond to new threats and technologies.
Enumerate the major goals.  For each goal you may optionally give a bulleted list of specific objectives to be accomplished which may relate to intermediate stages of progress. 

Strategies

· “Sell” management support of the high-level goal to centralize management of IT infrastructure and services at the Laboratory. Achieving this goal will require a set of business management strategies which demonstrate the cost-effectiveness and other benefits to the Laboratory.

· Apply formal ITIL-derived best practices to the delivery and support of services. The ITIL framework applies across the whole range of activities and implements a number of key processes, among them continuous service improvement.

· Vigorously encourage use of central services; This means central services have to be useful, easy to use, flexible, responsive, performant, etc., and aggressively marketed to the end-users.

· Expand the model of including user community in decision process, eg Windows Policy, Unix Users, GCSC meeting, sysadmin meeting (need a web users group, database users group, network policy group, etc.)

· Increase efficiency and integration across the Laboratory, collaborating better with other Div/Sec/Exp’s on common projects, and by aggressively looking for opportunities to reduce redundancies and consolidate efforts.

· Reduce effort and increase efficiency through effective collaboration with other labs and institutions (particularly taking advantage of FRA relationships with ANL and UC).

· Outsource or use consultants where appropriate, to fill gaps in effort or expertise. This includes considering outsourcing major efforts where cost/benefit analysis supports the decision.

· Think long-range for enterprise solutions – not “labware”, use supported (commercial or open source) solutions, pay attention to TCO in build-vs-buy decisions. 

· Use common methodologies, tools and frameworks for application development to achieve consistency and efficiency. Applications should share common support data and methods (not duplicate them).

· Use automation wherever practical and cost-effective.
· Investigate and adopt rigorous development and test methodologies which provide rapid turnaround for projects without sacrificing production quality. 

· Maintain life cycle processes which anticipate user needs, changes in technology, growth (or decline) in demand, etc. and allow for tactical plans to be developed twelve to eighteen months ahead, with implementation six months ahead of need.

Enumerate the proposed strategies for meeting the goals. 

Resource Needs 

Staffing for central services will need to increase to maintain adequate service levels for even the current services at the growth of demand. Expertise in several critical areas – web services, email, shared storage, backup, for example – is very thin with perhaps one real “expert” with little backup and limited prospects for developing other staff as backup. In addition there is the need to free enough effort to continue to evolve current services and investigate new ones.

The computer security activities will require some continued growth for both execution of the technical program (scanning, monitoring, detection, response) and the preparation and maintenance of the security plans (including response to DOE and audits). Unfortunately this effort is difficult to predict since it depends in part on mandates from DOE. These efforts are particularly critical since they have a direct impact on the Laboratory’s ability to operate.

Limited staff resources will increase the need for effective collaboration and aggressive consolidation of efforts across the Laboratory, as well as for use of contractors or consultants and outsourcing. The alternative is to reduce levels of service and slow (or halt) the introduction of new services, which will have an adverse effect on the Laboratory’s ability to support the current and future program.

Describe how resource needs (personnel, materials, other) will change as objectives 

are accomplished or as effort for other objectives increases?

Progress Indicators
Indicators of effective progress include:

· Progress towards service excellence indicators derived directly from the ITIL framework;

· Use of central services by a substantial portion of the Laboratory’s scientific and business program, as measured by the number of organizations and users supported, rather than equivalent local solutions;

· Improvement of the levels of central services, as measured through SLA and MOU agreements and actual service delivery, and through internal, peer and external reviews, etc;

· Maintaining high “scores” for internal, peer and external reviews of computer security process and documentation, combined with acceptable low actual rates of vulnerabilities, incidents and similar technical indicators.
List indicators will be used to determine progress towards achieving the goals and assessing how well the goals have been accomplished. 

Additional Information

If appropriate, describe other constraints on this activity. These might include technical requirements, schedule, or resource limitations. Mention any limitations on the scope of the activity or the community supported by it.

Here also you might want to identify the risks which may affect this strategic plan – unforeseen changes in schedule, funding or other resources, technology, or external  factors. 

Central Computing

Scientific Facilities

Strategic Plan for Scientific Facilities (2007-2009)

D. Petravick , et al.

Mission

Fermilab’s Scientific Facilities work proactively with experiments to plan, provision and operate, and assess computer systems and services for scientific computations. 

Context and Assessment of Current State

Early in FY 2007, Fermilab delivers successful facilities. The facilities themselves are well aligned with experiments needs, and indeed have often helped define the mainstream facility model for computing for within their domain, as there is a long history of technical leadership with respect to scientific facilities.  There is an extant body of best practices, which include benchmarking, system install, system patching, batch systems  monitoring.

Elements of strategy that have lead to the current state include:

· Appropriate and close relationships with the scientific organizations.

· Awareness of the technical evolution of facility components. 

· Willingness to determine a good balance between self-integration and procured systems.

· Proper attention to aspects of the facility’s sustaining its operational qualities, for example, backups and security. These attributes are not always obvious to end-user stakeholders. 

· A willing to out source work within and outside Fermilab in order to obtain efficiencies. (examples include outsourcing the Scientific Linux and repairs to Decision One).

Fermilab facilities are organized into three departments, CMS, Running experiments and LQCD.  The operational concept of each differs, being a function of the computing models of each experimental group.  

The running experiment facilities provide-well architected ensembles of networked computers, possessing well-administered operating systems;  connectivity to storage systems; basic infrastructure middleware infrastructure,  for example batch systems; and support for experiment run-grid software.  The general purpose farm is completely integrated with FermiGrid. 

Lattice QCD facilities supply an HPC environment apropos to the Lattice community, which includes a login service and support for the Lattice data grid. 

CMS offers a login service, however the majority of its resources are offered behind the still-developing WLCG (including the OSG) grid service abstractions. In addition the CMS facility provides both batch and interactive capacity to the CMS center.  There is a significant understanding of and feedback to the CMS computing model. The model extends beyond Fermilab, and demand excellent connectivity to every CMS T2 center world wide, and expert support of designated Tier 2 facilities.

All facilities are on a track to provide opportunistic, reciprocal access of their facilities using grid methods, via the Fermilab campus integrated grid facility, FermiGrid. 

A lastly, the facilities have played an important role in developing general methods of organizing large distributed collaborations.  The methods implemented in the context of grid technologies, but the  intellectual underpinnings are technology invariant. Examples include: Organization of users, Identification of the trust that facilities place in experiments and the trust that experiments place in facilities, and efficient, end to end problem resolution. 

Vision

We expect a center of excellence in provisioning computational and data management facilities to the Extended High Energy Physics Community – Second to none in the world.  

· Run II computing to be in a steady and stable state. 

· To have a fully provisioned CMS facility premiere grid facility and interactive facility for the LPC.

· To have an important role in the Lattice Facilities

· To be an important contributor to HEP’s general computing needs.

· To be a Full partner in national and international computing efforts.

· To be Recognized strength for hosting the ILC. 
· To provide the premier grid facility on the OSG.

.
Stakeholders

The particle physics community (including accelerator-based experiments, Lattice Computing, the Grid, and particle astrophysics) is FNAL’s customer. 

The Facilities are stakeholders to the Division’s service architecture efforts, and to infrastructure providers outside of Fermilab, most notably the Open Science Grid and the 

WLCG. 

Goals and Objectives  

1. Maintenance of a reputation as leading world class center for scientific data would wide, Provide facilities that  responsive to the Experiments needs,  interacting with their computing models and scientists.

2. Sustain excellent capacity and usability, including capacity planning, including the potential for provisioning capacity on contingency, with provisioning and operations at justifiable costs for a sustainable facility.

3. Further development and deployment of the grid service model. Development and population of the Open Science Enclave, and continuing development of a secure, usable security model

4. Further development of the Computing Division’s internal service model.

5. Integrate with experiment, national, international and HEP cyber-infrastructures, Awareness of OHEP funding agencies and peers.
6. Provision and operate systems consistent with the laboratories energy efficiency and Environmental management plan. 
Strategies

1. Interact with experiment’s computing models and scientists. 

2. Apply effort to metrics on and feedback to software and service providers, develop new service suppliers. 
3. Work jointly with the FNAL CST, and grid security organization to define and populate the FNAL Open Science Enclave.
4. Measure all costs, maintain comparables, clearly state business methods include maintaining the ability to trade offs  cost, schedule, and performance.
5. Maintain awareness of the linkage between the computing and the physical facilities (which are often run to ambitious limits).  Contribute to energy efficiencies by keeping resources utilized, keeping systems optimally coupled to the Facilities HVAC, and linked as apropos to central power related metrics.  
6. Represent Fermilab facilities at appropriate technical and other fora.
Resource Needs 

Shortage of computer room space. There is a shortage of system administrators and service managers. Skills to document and measure costs, provide metrics and state business models are short.  Skill in helping set OSE policy and practice need to be developed.  

Progress Indicators
1. Increased understanding of facilities utilization and a linkage of facility use to scientific utility, including latencies in the procurement process.

2. Increased commonality of approach in facility underpinnings.  

3. Movement to service based interface to experiments.

4. Increased robustness of service offered, for a constant level of support effort.



Central Computing

Simulation and Physics Tool

Strategic Plan for Simulation and Physics Tools  (2007-2011)

Stephen Wolbers  June 21, 2007

Mission

Develop and support scientific software tools for the program at Fermilab with an emphasis on HEP specific tools such as detector simulation packages and physics generators, physics analysis tools including ROOT, mathematical and HEP libraries and collaboration tools such as the Control Room Logbook.   

Context and Assessment of Current State

CD supports a large number of software tools in support of the scientific program at the laboratory.   

Most scientific tools and libraries used by the Run II experiments are in and will remain in maintenance mode.  Some upgrades or recompilation will be needed to accommodate changes to operating systems.  The dominant language for these tools is C++.  Development of ROOT continues driven primarily by the needs of the LHC experiments.   Legacy Fortran-based tools such as GEANT3, CERNlib and most standard physics generators are mature products.

Event generators and tools that work with them are critical for the analysis of Run 2 and LHC data.  CD develops and supports the generators and collaborates with the experiments and others to enable physics productivity and to advance the understanding of the data from Run 2 and in the future LHC.  

Fermilab has recently joined the GEANT4 collaboration and dedicates a substantial effort to the development of the GEANT4 toolkit.  This toolkit is a key software package for CMS, ILC, NOVA and many other scientific programs at the laboratory.  

HEP and mathematics library development is currently driven primarily by the needs of the LHC.   Planning is done in collaboration with the CMS offline software group(s) and the LCG Applications Area. 

Tools to simplify software development are supported at a low level.   Some commercial tools are made available to the users, but the support is now minimal.    Consulting on software design is available.

Some collaboration tools required for modern global scientific collaboration such as video conferencing tools, electronic logbooks, document databases and agenda tools are made available.  The Control Room Logbook development was put on hold during the past year to concentrate on LHC accelerator projects.  

Most major development of software tools for the LHC will be completed before the end of 2008.   Once LHC data taking starts, tools developed for the LHC will be challenged by the scale and problems of real data analysis.  This will require an intense support effort by the developers of these tools in order to assure success. After this time, the development of new scientific tools will target the needs of the ILC and neutrino and astrophysics experiments.

Vision

Fermilab CD will remain a center of excellence in scientific tools through development and support of tools for CMS and the ILC in the following areas:


Simulation tools for detector simulations


GEANT4


Event generators and their application


Language support for scientific programming


Physics Analysis Tools


Collaboration Tools

Stakeholders 

The primary stakeholders are the Fermilab user community (including the neutrino and test beam users), (US)CMS collaborators and the global ILC community.   Stakeholders also include the Fermilab astrophysics, lattice and accelerator community and other HEP experimenters.   The GEANT4 collaboration is a stakeholder.  

CMS is currently the major stakeholder for the development of scientific tools.   The ILC should become the major stakeholder for new developments over the next few years.  The Run II experiments will still need support and maintenance of their critical software tools through 2009.   The neutrino program will need support for analysis, simulation and collaboration tools throughout this period.   

Goals and Objectives 

The activities in the area Scientific Tools include support for detector simulation, physics generators, physics analysis tools, visualization, language support (C++, Java, Fortran, etc.), code libraries for HEP users, tools for HEP collaboration and commercial tools.   Experiment specific software and online software are included in other strategic planning documents.

1. Support HEP specific tools and libraries that can be used by several experiments.

a. Develop scientific software libraries at the request of the experiments. 

b. Collect/distribute software developed by the HEP community.  

c. Provide minimal support for legacy products.  

2. Provide support to the Fermilab user community for simulation tools, physics generators, physics analysis tools and visualization tools. 
3. Develop code and contribute to testing as part of the GEANT4 collaboration.  Align the work as closely as possible to the needs of the Fermilab scientific program.   

4. Educate the user community in the use of modern software techniques, scientific tools and math libraries.

5. Investigate and support collaboration tools to foster scientific collaboration through effective global communication and meetings.

6. Develop the software infrastructure needed to perform effective ILC physics simulations and detector studies at Fermilab.

7. Investigate and support commercial tools for scientific commuting. 

Strategies

Continue to build expertise in the programming languages, compilers, build systems, and development environments needed for scientific computing for the LHC, the ILC and other experiments.   Enhanced expertise in Java is required for ILC for example.  

Continue support for HEP products and math libraries.    Concentrate on areas that are HEP specific or where needs of the experiments are not being addressed elsewhere. 

The development and support of scientific tool should be in the context of the global HEP community to avoid unnecessary duplication of effort.   This of course includes GEANT4 effort. 

Resource Needs 

The resources focused on detector simulations and generators must grow from current levels to accommodate the needs of Run II, CMS and the ILC.    The resources for physics analysis tools can stay at a fixed level throughout this period, but should not be diminished.    Additional resources will be needed in software infrastructure, commercial tools and legacy software support as people retire or move to other areas.   Collaboration tools will need more support to serve the global nature of the new collaborations.  Some of the support will come from other areas of the Computing Division and/or from other Divisions of the laboratory or from other collaborators around the world.  

Progress Indicators
Feedback from the LPC, Run II physics groups and the ILC physics study groups will be indicators for success of the strategy for the support of detector simulation, physics generators and other tools.  Quarterly reports will be used to gauge progress on many areas of work.  ILC Forum reports will be given.  GEANT4 collaboration meeting reports will be used to receive feedback for GEANT4 work.  ILC meetings will be used to measure and understand progress and opportunities.  

Software tools for CMS should be ready before the end of 2007.   

Computing Center

Computational Physics for Accelerators

Strategic Plan for Computational Physics for Accelerators (2007-2008)

Panagiotis Spentzouris, 6/21/07

Mission

The mission of the Computational Physics for Accelerators (CPA) area of CD is to develop and apply accelerator modeling tools for accelerator design and performance optimization problems which require large scale simulations, to help users deploy and utilize these tools, and to provide expertise in computational accelerator physics at the laboratory.  In order to maximize the utilization of our available resources and the capabilities we can provide, we actively pursue collaboration with organizations both within the laboratory and outside the laboratory.     

Context and Assessment of Current State

The CD CPA effort is recognized at the laboratory as a valuable resource for accelerator modeling.  We provide simulation support and expertise in the major accelerator activities of the division’s strategic vision: RUNII operations (Tevatron, Main Injector, Booster), future accelerator R&D (ILC and proton driver upgrade), and computational accelerator physics tools development (SciDAC project).  We collaborate with Fermilab AD and TD personnel on accelerator physics applications, and are members of the Accelerator Physics Center (APC), where we participate in accelerator physics R&D projects.  In addition, our team is leading the SciDAC accelerator modeling effort.  Through SciDAC we have access to both computational and accelerator physics resources beyond those available at Fermilab.  We leverage those resources to help our Fermilab accelerator physics R&D and application activities.  We have access to the NERSC supercomputer facilities in addition to the parallel PC cluster we have put together using lQCD surplus hardware and ILC funds.

Vision

For FY07-08, RunII will continue to be the highest priority activity at Fermilab, with ILC and short term future accelerator R&D following in rank.  In order to respond to these priorities, CPA has three focus areas for this time period: (1) ILC accelerator modeling, (2) support of multi-particle dynamics simulation activities relevant to RunII performance, and (3) support of multi-particle dynamics activities relevant to the design of a brighter proton source at the laboratory.  By the end of 2008, we would like to be in a position to

a. play a major role in ILC Damping Ring collective effect and multi-physics simulations,

b. continue to contribute detailed beam steering studies to the ILC Main Linac, 

c. contribute to the EM simulation effort for the ILC Main Linac and crab cavity,  designs, 

d. play a major role in developing models and applications for simulating,   multipactoring effects, 

e. finalize luminosity improvement simulation studies for the Tevatron, 

f. participate in beam intensity improvement simulation studies for the Main Injector and the Booster, 

g. expand our user/collaborator basis, 

h. continue to provide leadership for the SciDAC accelerator modeling collaboration, the COMPASS project. 

Stakeholders

Our stakeholders include APC, AD, and TD physicists working on the RunII accelerators (especially the Tevatron, MI, and Booster), the ILC (especially for Damping Ring, Main Linac beam dynamics, and crab cavity design), and the proton source upgrade, and SciDAC accelerator modeling project participants.  Our activities are an integral part of activities funded by SciDAC and the ILC GDE.

Goals and Objectives 

Our major goals are:

a. Continue to maintain, support and further develop (interfaces, build system, testing, and documentation) the Synergia framework. 

b. Continue to enhance the capabilities of the Synergia framework with new physics modules

a. incorporate our beam-beam and impedance physics modules

b. interface to SciDAC e-cloud generation libraries

c. Continue to maintain and support CHEF.

d. Begin to develop, in the context of our SciDAC project, multi-physics simulation capabilities.  

e. Continue to enhance the model accuracy of the CHEF steering ILC ML applications.  Finalize and document the results.

f. Utilize SciDAC tools for e-cloud, space-charge, and impedance Damping Ring simulations.  These simulations will be used to help understand the onset of instabilities in the positron ring.

g. Complete the Tevatron multi-physics studies (beam-beam plus impedance) and publish the results. 

h. Begin simulation studies of the various Fermilab proton source upgrade scenarios.

i. Provide quantitative results on dynamic effects of e-cloud in the MI.   

j. Implement a detailed model of multipacting for the ILC crab cavity and perform quantitative simulations.

Strategies

We will develop new or utilize existing accelerator modeling codes, with modern software architecture, flexible user interface, and well supported build systems.  In order to obtain good performance and software design we will seek collaboration with other computational accelerator physicist and computer scientists.  These collaborations will be realized within the context of the APC, the ILC-GDE at Fermilab, and the COMPASS SciDAC2 project.  For successful applications and code validation (machine studies) we will collaborate with machine physicists and operators.  For High Performance Computing infrastructure we will rely on the support of the lQCD group, while for the development of software collective services we will seek collaboration with FermiGrid researchers.

Resource Needs

The majority of the resource needs for this plan is personnel.  The M&S requirements are mostly travel and office computing infrastructure (workstations, laptops).  The execution of the plan requires the addition of one postdoc (or fellow) for ILC Main Linac and DR activities, and one application physicist (funded partially by SciDAC) for code development and physics applications.  Since the framework and physics code infrastructure is common to all our projects, any change in the accelerator physics priorities of CD will result in re-distribution of resources amongst the different CPA activities.  
Progress Indicators
Successful applications of existing code capabilities, applications of new capabilities, addition of users and collaborators, code releases.  Successful applications lead to talks at workshops and conferences, technical publications, and physics publications.  Maintaining or expanding our non-core funding sources is an overall measure of the success of our goals and our strategic planning. 

Additional Information

With this plan we make the choice of fully supporting selected ILC related activities, while not trying to get involved to any LHC/LARP related projects.  This is due both to limited manpower, and distribution of SciDAC resources (and target applications for these resources) within the SciDAC project.  The success of our proposed activities is tightly coupled to the success of our SciDAC project and successful collaboration and coordination of activities with other APC personnel.  Without the SciDAC funding, and, most importantly, the SciDAC collaboration, our multi-particle physics activities will be reduced to incremental improvements of the physics capabilities of our software, we will not be able to pursue any Electromagnetics activities, and our ILC-DR applications will be limited to single-physics type studies.  Furthermore, the ILC DR activities depend both on SciDAC and GDE funding; if both of these sources are not available, we should pursue more proton source upgrade related activities.  Finally, the priorities could change depending on ILC R&D priorities; if the project further downgrades the priority of accelerator physics to promote hardware R&D, proton source upgrade applications will be more appealing. 

Other requirements include the addition of a postdoc or fellow to the ILC Main Linac simulation effort, and continuation of the support for our parallel cluster (its availability is essential for most of our activities).  

Central Computing

Core Networking

Strategic Plan for Core Networking (2008-2011)
Mission 
Provide all aspects of general networking support - design, acquisition, installation, operation, monitoring, maintenance, and documentation of cabling plant, device infrastructure, and network services necessary to support the Laboratory's onsite and wide-area network needs.

Context and Assessment of Current State 
Responsibility for network infrastructure and services at the Laboratory, except for the Accelerator Division’s local-area networks and firewall and the Business Services financial systems network, resides with the Computing Division (CD).  General local-area network infrastructure, as well as essential network services (DNS, DHCP, NTP) is supported by the CD/LSCS/LNCS/SN Group.  The CD/SCF/DSM/WAN Group is responsible for off-site network services and infrastructure. The latter includes joint management of the ESnet Chicago area Metropolitan Area Network (MAN), with Argonne National Laboratory.  Wide area network provider services are maintained and supported for the Laboratory by ESnet.  The current state of the network system at the Laboratory is a highly reliable, high performance, capacious network facility operated at the forward edge of local and wide area network technology.

Vision 
In 2011, the Laboratory will require a general facility network whose performance characteristics, relative to the state of the technology at that time, is as advanced as the current facility network is by today’s standards.  The reliability and availability of the Laboratory network services will need to be at a significantly higher level than today.  We anticipate that by 2011, core network downtime must be a very rare and anomalous event.  In addition, the requirement for truly distributed, high impact scientific computing will require wide area network capabilities that support virtual end-to-end network connections for data movement.  The Laboratory’s network support personnel will facilitate deployment, and assist in optimal use of these connections.  Finally, the next generation of the IP protocol, IPv6, will be supported on local and wide area network infrastructure to meet mission needs and DOE policy requirements.

Stakeholders 
The list of stakeholders in the facility network planning and support includes everyone that works on or collaborates with Laboratory activities.  Stakeholders will strong interests in network support beyond highly reliable general network services would include providers of computing services for the Laboratory, and experiment collaborators, some of whom may never even physically attach a system to the Laboratory network.
Strategic Goals 
The strategic goals for networking are based on a set of high level, architectural principles.  These principles define a core philosophy that helps ensure decisions on the design, implementation, and upgrade of the Laboratory network are made consistent with a common strategic direction.  They should provide the basis for all levels of networking decisions within the organization, from the design of major projects to the implementation of small project tasks.  The strategic goals are not drafted to be specifically applicable to any one component of this plan.

The strategic goals for networking are:

· Network designs or configurations will be kept as simple as requirements allow.   If feasible, complexity should be avoided; simpler is better in terms of support effort, reliability, and troubleshooting

· Network infrastructure capacity will be kept well ahead of current use and projected near term requirements.  Capacious network infrastructure helps avoid application-level performance problems, and provides the necessary agility to accommodate changing needs  

· High capacity, high density switch fabric will be used to the greatest extent practicable, in order to minimize management and maximize performance

· Network infrastructure will be maintained at the forward edge of established network technology, neither attempting to anticipate the direction technology will follow, nor allowing the network infrastructure to become so obsolete that new capabilities can’t be supported

· Reliability of network infrastructure and services needs to be maximized.  Deployment of redundancy will be the cornerstone for maximizing reliability.

· Users and associated computing resources affiliated with a specific organization or service should be aggregated into work group LANs, in order to provide logical and more manageable structure to the facility network.  

· The Laboratory’s physical network infrastructure needs to be based on dedicated media, not shared media, for reasons of computer security and compartmentalization of network problems

· Wireless network media will be deployed as an integral component of general network access.  It must be ubiquitous, and to the maximum practical extent, authenticated and encrypted

· The architecture of the network should provide for varying levels of network access needs for attached systems.  Selection of access protections deployed should be based on overall impact on the operation and management of the network versus benefit derived for the end systems.

Strategic Objectives 
Strategic objectives are tangible targets for efforts or activity areas that are intended to be the means of achieving strategic goals.  They may be specific enough to be applicable to only one network area of activity, or may be applicable across multiple areas.  There are normally timeline targets associated with the effort or activity.

· Upgrade core network facilities capacity to remain at least an order of magnitude ahead of current demand.   This should include link capacity and switch fabric capacity  Timelines:  

· 2008 – Complete remaining 10GE backbone links interconnecting core network aggregation points

· 2009 – Core switch fabric to terabit capacity; deploy n x 10GE backbone links as needed

· 2010/2011 – Deploy next generation (100GE?) backbone links, as needed; deployment of next generation of switch fabric, as it emerges

· Implement redundancy on the core network facilities, at both the device and cable path levels.   Device-level redundancy to be supported by both redundant supervisor modules with core devices, and Hot-Standby Router Protocol (HSRP) connectivity to different devices.  Timelines:  

· 2008 – Implement redundant supervisors for FCC, WH, and border router core devices; redundant fiber path between FCC and WH

· 2009 – Redundant HSRP connections for major FCC/GCC computer room floor aggregation switches

· 2010/2011 – Supervisor redundancy for major FCC/GCC computer room floor aggregation switches

· Upgrade obsolete network devices as necessary to maintain the facility network on the forward edge of LAN technology.   This includes replacement of devices for which firmware upgrades have been discontinued, as well as devices supporting obsolete data link technologies (10/100B-TX; 10B-FL).  Upgrade devices will be consistent with existing hardware base and management tools, as practicable.  Timelines:  

· 2008 – Finish replacing network devices that don’t support SSH (Catalyst 2924s and 5000s); continue pilot deployment of 1000B-T/1000B-SX desktop support

· 2009 – Initiate plan to replace remaining intelligent 10/100-only devices and modules; begin to provide 1000B-T/1000B-SX desktop support 

· 2010 – Complete replacement of intelligent 10/100-only devices and modules; 1000B-T/1000B-SX desktop deployment becomes the default

· 2011 - 1000B-T/1000B-SX desktop support becomes ubiquitous

· Migrate facility wireless support to more manageable and more secure infrastructure.  Upgrade bandwidth for wireless as the technology evolves. Timelines:  

· 2008 – Migrate to authenticated, thin-client wireless AP model, with multi-tiered WLAN support;  continue implementing adaptive AP transmit power tuning capabilities of Cisco WISM

· 2009 – Limit unauthenticated/unencrypted wireless support to visitors network; evaluation deployment of next generation wireless technology (802.11n?); higher density deployment of APs in high office density areas to support more desktops

· 2010 – Full-scale deployment of next generation wireless technology; higher density deployment of APs in high office density areas to support more desktops continued

· 2011 – Wireless coverage deployment sufficiently extensive to support all desktops as wireless-connected

· Enhance network-level security protections for general facility network infrastructure.  This includes both static and dynamic protections.  Timelines:  

· 2008 – Multi-tiered network security zone architecture deployed; redundancy for protected network zone implemented; initial migration of work group LANs completed. Migrate the Village resident networks to a separate address space off of the regular lab network; Evaluate and pilot commercial products to replaced auto-blocker

· 2009/beyond – Enhancements made to granularity of protected versus unprotected systems within open network zone.  Next generation of dynamic protection tools (auto-blocker replacement) fully developed and deployed

· Authentication for access to the general facility network will be implemented.  Timelines:  

· 2008 – Node verification tool (correlates systems on network to node registration information)  deployed, with automated blocking enforced

· 2009 – Node verification utility enhanced to include valid system risk assessment and current registration.  Pilot evaluation of 802.1x as network authentication mechanism 

· 2010/2011 – Deployment of 802.1x network authentication, as prudent and appropriate

· Computer Security Program Plan (CSPP) requirements will be supported, including development of tools and utilities for node blocking, and enhanced protection of the network infrastructure itself. Timelines:  

· 2008 – Automated close (MAC-level) blocking implemented;  network management LAN extended to incorporate all general network infrastructure devices; complete the implementation of Authentication Authorization and Accounting for all network devices including switches, routers and firewalls

· 2009/beyond – Additional blocking capabilities developed, including different types of blocks (such as off-site access block), and different inputs to blocking than NIMI/Tissue

· Upgrade of physical infrastructure as necessary to maintain the facility cabling plant at a level to support the forward edge of LAN technology.  Physical infrastructure between major computer room floors (FCC1and2/GCC/LCC/<off-site?>) will be sufficiently abundant to facilitate transparency of location.  Timelines:  

· 2008 –Abundant fiber between GCC and LCC will be installed.  Upgrade of FCC1and2 zone cabling infrastructure to Cat 6 UTP and s/m fiber will continue.

· 2009 – GCC CR-C cabling infrastructure planning and installation completed (depending on building schedule of that facility…); upgrade of FCC1and2 zone cabling infrastructure to Cat 6 UTP and single mode fiber will be completed; multimode-only fiber infrastructure around the site will be augmented with single mode, where feasible and justifiable

· 2010/2011 - Augmentation of multimode-only fiber infrastructure around the site with single mode will continue

· Remaining shared media connections will be upgraded to dedicated media.  Timelines:  

· 2008 – WH Fiber-to-the-desktop project will be completed; remaining unintelligent hubs will be replaced with intelligent (managed) switches, or unintelligent switches where appropriate (desktops, etc.)

· 2009 – Last vestiges of intra-building coaxial cable will be replaced; replacement of legacy Cat3 cabling infrastructure initiated

· 2010/2011 – Last vestiges of Cat3 cabling will be replaced

Resource Needs 
Historically, the level of effort, in terms of both personnel and M&S costs, has remained relatively constant for general network support over the years.  Network hardware costs have roughly followed Moore’s law in terms of declining costs for a given level of network performance being offset by the need for higher levels of network performance.  Similarly, management tools that help to reduce effort through automation are offset by the expanding scope of network support, requiring more and newer tools.  We anticipate that support for the general network infrastructure will continue this trend, and require a similar amount of support to sustain its operation at the current performance levels.

Progress Indicators 
The level of progress in attaining strategic objectives for this plan will be determined through a combination of three factors:

1. Comparison between the timeline expectations for strategic objectives listed in this plan, and what is actually achieved in those time frames.  This comparison is not intended to be absolute.  It is expected that there will be some time shifting in implementation of identified objectives, given the dependencies on technological evolution, personnel resources, and changing requirements. Rather, the progress is better gauged by how closely implementation compares to the general trend outlined for the objective.

2. Measurement and observation how on the capacity and capabilities of the network infrastructure, be it wide-area, local-area, or high impact scientific computing, compare to the utilization and performance at any particular time.  Insufficient capacity or capabilities to meet current requirements is a potential indicator that progress needs to be greater.

3. Feedback from stakeholders.  In the end, the network needs to satisfy the needs of the stakeholders, and they should be the ones to determine how well their needs are being met.

Central Computing

Wide Area Networking

FY2008-2011 Strategic Plan for Wide-Area Networking

Mission 
Provide all aspects of wide-area network support for the Laboratory– design, acquisition, installation, operation, monitoring, maintenance, and documentation the network infrastructure, and services necessary to support the Laboratory's wide-area network needs.  Work with collaborations having special distributed system needs to achieve their wide area performance requirements.

Components of Wide-Area Network Strategic Plan
The scope of wide-area network support at the Laboratory has two distinct components:

· Wide-area network infrastructure, operations, and collaboration support.

· Network support for distributed, high-impact scientific computing – areas of network support with requirements that extend beyond generally deployed network infrastructure.   The CMS Tier-1 facility is one such area.
Context and Assessment of Current State 
The current state of the wide-area network system at the Laboratory is a highly reliable, high performance, capacious facility operated at the forward edge of network technology.
The SCF/DSM/WAN Group is responsible for providing off-site network services and supporting wide-area network infrastructure. The former includes close collaboration with experiments and network providers, where justified by special needs and required for complex, distributed wide area systems.  The latter includes joint management of the ESnet Chicago Metropolitan Area Network (MAN), with Argonne National Laboratory.   
Vision
In 2011, the Laboratory will require wide-area network facilities, whose performance characteristics, relative to the state of the technology at that time, is as advanced as the current facility network is by today’s standards.  The reliability and availability of the Laboratory’s wide-area network services will need to be at a significantly higher level than today.  We anticipate that by 2011, wide-area network downtime must be a very rare and anomalous event.  In addition, the requirement for truly distributed, high impact scientific computing will require wide area network capabilities that support virtual end-to-end network connections for data movement.  The Laboratory’s network support personnel will facilitate deployment, and assist in optimal use of these connections.  Finally, the next generation of the IP protocol, IPv6, will be supported on local and wide area network infrastructure to meet mission needs and DOE policy requirements.
Stakeholders
The list of stakeholders in the facility network planning and support includes everyone that works on or collaborates with Laboratory projects and activities.  Stakeholders with strong interests in wide-area network support beyond highly reliable general internet access include providers of wide-area system services, as well as experiment collaborators, some of whom may never even physically attach a system to the Laboratory network.
Strategies
The strategies for wide-area network support are based on a set of high level, architectural principles.  These principles define a core philosophy that helps ensure decisions on the design, implementation, and upgrade of the Laboratory wide-area network facilities are made consistent with a common, long term strategic direction.  They provide the basis for all levels of networking decisions, from the design of major projects to the implementation of small project tasks.  The strategies are applicable to both network components listed in this plan.
The strategic goals for wide-area network support are:

Network designs or configurations will be kept as simple as requirements allow.   If feasible, complexity will be avoided; simpler is better in terms of support effort, reliability, and troubleshooting.

Network infrastructure capacity will be kept well ahead of current use and projected near term requirements.  Capacious network infrastructure helps avoid application-level performance problems, and provides the necessary agility to accommodate changing needs without resorting to complex traffic preference schemes.

High capacity, high density switch fabric will be used to minimize management effort and maximize performance.

Network infrastructure will be maintained at the forward edge of established network technology, neither attempting to anticipate the direction technology will move, nor allowing the network infrastructure to become so obsolete that new capabilities can’t be supported.

Reliability of network infrastructure and services needs to be maximized.  Redundancy will be a cornerstone of reliability.

Strategic Goals and Objectives 
Strategic goals are practical manifestations of our general network strategies.  They usually have a multi-year scope.  Strategic objectives are tangible targets for efforts or activity areas that are intended to be the means of achieving strategic goals.  They may be specific enough to be applicable to only one wide-area network area of activity, or may span multiple areas.  There are normally timeframes associated with strategic objectives.

· Wide-area network infrastructure & services:
· Facilitate, support, and upgrade as necessary, a fully redundant wide-area network infrastructure that provides the Laboratory with the high bandwidth data channels necessary for its offsite data movement requirements.  In addition, provide high bandwidth channels for network R&D activities, including wide area systems development.   Timelines:  

· 2008              Support 6 x 10GE production MAN channels and 2 x 10GE R&D channels.

· 2008              Implement 10GE failover paths through backup border router for circuit-based and production routed IP network paths.

· 2009-2010     Implement redundant ESnet MAN node in WH to establish true MAN redundancy for the Laboratory.

· 2009-2011    ‘n’ x 10GE production MAN channels; one or more 40GE R&D channels; upgrade production IP channels to 20Gb/s.

· Deploy capacious end-to-end data paths to remote sites involved in high impact data movement with the Laboratory.   Develop the support infrastructure to facilitate use, monitoring, and troubleshooting of those paths.   Timelines:  

· 2008            Facilitate optimal use of network paths to CERN (T0) and CMS Tier-2 sites, including both end-to-end circuit and general routed IP connectivity

· 2009-2011   Develop and use improved paths to CMS sites, as feasible, and enhance use of those paths.

· Develop an R&D support infrastructure to participate in international & national, advanced, optical wide area network research initiatives.   Timelines:  

· 2008            Implement 10GE-based R&D local computing facility, connected to Global Lambda Integrated Facility (GLIF) and other advanced R&D WAN facilities

· 2009-2011   Support Laboratory participation in advanced network and distributed systems R&D projects and collaborations.

· Position the Laboratory to take a leadership role in any developments or organization of regional R&E network collaborations and activities.   Timelines:  

· 2008-2011  Participate in DNTP R&D developments and other regional network initiatives, as opportunities emerge.

· Network in support of high impact scientific computing:
· Deploy higher density, higher capacity network infrastructure in support of high impact scientific computing facilities.  At the current time, this is limited to the CMS Tier-1 facility.  As Open Science Grid computing evolves, this infrastructure requirement will likely be extended to cover those facilities as well.   Timelines:  

· 2008            Upgrade CMS Tier-1 facility LAN to be based on a core 10GE aggregation switch;  upgrade to higher density core switch fabric, increase off-site access bandwidth to 30 Gb/s.

· 2009            Implement core redundancy in Tier-1 facility network infrastructure; increase off-site access bandwidth to 40 Gb/s; initial 10GE host connections

· 2010/2011   Upgrade to higher density, higher performance switch fabric as appropriate;  large scale support for 10GE-connected host systems; local switch interconnections to ~100Gb/s;  off-site access bandwidth to ~60Gb/s capacity

Resource Needs
Wide-area network support is undergoing a major increase in scope and complexity.  The Laboratory’s high impact data movement requirements (notably the CMS Tier-1 activities) now necessitate establishment and support of high bandwidth alternate network paths involving not only ESnet, but other regional, national, and international R&E networks.  Establishing and supporting those network paths will require considerable effort and leadership from Laboratory networking staff.  Linked to the need for alternate paths is the requirement to provide ongoing operational support for the ESnet MAN, in order to provision those paths.   Finally, significant effort will be needed to provide guidance and support in the optimal use of these facilities to meet the performance needs of emerging distributed computing systems and applications.  

In addition, the effort needed to adhere to computer security requirements, including developing and implementing appropriate ST&E and auditing procedures has grown immensely in the past year, and is not expected to decline.
Progress Indicators 
The level of progress in attaining strategic objectives for this plan will be determined through a combination of three factors:

21. Comparison between the timeline expectations for strategic objectives listed in this plan, and what is actually achieved in the tactical plans covering those time frames.  This comparison is not intended to be absolute.  It is expected that there will be some time shifting in implementation of identified objectives, given the dependencies on technological evolution, personnel resources, and changing requirements. Rather, the progress is better gauged by how closely implementation compares to the general trend outlined for the objective.

22. Measurement and observation of how on the capacity and capabilities of the wide area network infrastructure compare to the utilization and performance at any particular time.  Insufficient capacity or capabilities to meet current requirements is a potential indicator that progress needs to be greater.

23. Feedback from stakeholders.  In the end, the wide area network infrastructure and support services exist to satisfy the needs of the stakeholders, and they should be the ones to determine how well their needs are being met. 
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Strategic Plan for Computer Security (FY08-09)

Joe Klemencic, Ron Cudzewicz, Mark Leininger

Mission

The mission for Computer Security is to:

· Decrease the response time to threats through process automation;

· Deliver robust computer security services that are user-friendly, in a manner that promotes cooperation from our customers;

· Encourage a participatory culture of Integrated Computer Security, which gets people “on board”;

· Remain proactive in understanding and guarding against new threats while maintaining an appropriately open computing environment;

· Enhance our security life cycle process – documentation, certifications, process, audit ability, etc. – at levels which assure our ability to operate within a reasonable budget;

· Continuously improve computer security training programs to sharpen customer and sysadmin skills in response to new threats and technologies; 

· Facilitate the day-to-day execution of the laboratory computer security program.

Context and Assessment of Current State

The Computing Division Computer Security Team provides computer security and safeguards guidance to the general laboratory community on cyber best practice methods, sensible and safe computing operations, a balance between government cyber objectives and the mission of the laboratory and facilitates the day-to-day execution of the computer security program. The threat and regulatory landscape rapidly change, and computer security must be nimble to quickly assess new threat impacts to the laboratory’s  mission and implement solutions that fit a risk/cost model, while maintaining compliance with government regulations

 Future Challenges

Keeping up with the rapidly increasing bandwidth requirements of the Physics program while capturing enough data for adequate trending, inspection and analysis.

Developing sufficient capabilities to positively impact  the developing Grid security model.

Maintaining an accurate vulnerability assessment and services inventory of network connected nodes with minimal impact to the computing resources.

Create modular strategies that are amendable to impending governmental requirements such as HSPD-12.

Ensuring that the openness of the laboratory Internet presence is preserved through expedited threat analysis and remediation.

Vision

We will provide guidance for cyber best practices and policy enforcement to the laboratory. We will continue to evaluate emerging threats within our risk model. We will continue to be flexible technology leaders relying on state of the art alternatives over prescriptive controls ,which often produce negative impacts on the Laboratory’s mission. We will continue to strengthen our outside relationships to ensure the laboratory is best in class and leaders in computer security practices without the reliance on over hyped technologies. We will lead the Grid security efforts to ensure sensible but enforceable policies are created. We will collaborate with our peers both inside and outside of the laboratory.

Stakeholders

Stakeholders for Computer Security are

1. FNAL-based experiments

2. FNAL supported scientific research

3. Grid users

4. Non-scientific computing and users such as beams, networking, business services and others

5. LCG

6. ILC

7. Laboratory reputation

Goals and Objectives 

Major objectives and goals are:

1. Ensure current laboratory computing policies are enforced

2. Emerging threats are properly assessed against the laboratory operating environment

3. Keep the cyber security life cycle process in motion

4. Assess effectiveness of operational, management and technical controls

5. Provide secure and flexible authentication systems

6. Become integrated in the Grid security practices and policy discussions

Strategies

Computing policy enforcement

Continue regular meetings with the GCSC's and system administrators to keep them abreast of new and changed computing policies. Evolve the scanning and vulnerability detection and management process to include detection of unaccepted risks.

Threat assessment strategiesAssess vulnerability reports from various sources such as peer contacts, mailing lists, news groups and web sites. Monitor our existing data metrics and expand our data gathering scope. We must also work diligently to keep pace with the rapidly expanding bandwidth offerings.

Cyber security life cycle strategies

Encourage the usage of the ST&E tool for recording of the various stages of controls. Roll out the CSA application to feed data into the risk assessment stage.Controls assessment strategies

Expand our scanning and vulnerability detection methods through less intrusive mechanisms. Ensure that documented controls are correctly assessed and  implemented through the cyber security life cycle process.

Authentication strategies

Continue to support and promote the usage of Strong Authentication while expanding the technologies in use to encompass disperse authentication methods into a unified and centrally managed solution. Migrate Kerberos development and support to an outside expert organization to reclaim internal competencies without compromising our core authentication solution.

Grid security strategies

Become a more active participant in the Grid policy and best practice discussion through the recently hired FTE. We intend to be a leader of Scientific Grid Computing while ensuring governing computer security policies are sensible, not prescriptive and enforceable while accepted by the worldwide community.

Resource Needs

The years 2007-2010 are transition years for Fermilab. The LHC will be ramping up in 2007-2008 while the Tevatron experiments will ramp down around 2009-2010. Both activities will bring in new expectations of resource access and data movement. CST will need to remain sensitive to the scientific communities needs while complying with regulatory objectives. Grid computing is one area where there is a direct conflict between the scientific community and the computer security expectations by the Government. We will require that major Grid participants progress Grid computing in a way that does not sacrifice computer security objectives. Over the next year or two, the network bandwidth will far exceed our collection capabilities, forcing us to revert to sampling of datasets for anomaly detection until we can develop higher speed collection processes for which is slow forthcoming due to the lagging industry in this specialized area. With the growing number of regulatory obligations, Counter Intelligent data requests, rapidly emerging threats and current and future support of specialized applications, additional effort, especially that of developer skills, must be allocated to ensure the software processes remain nimble and extensible to meet the ever changing needs.

Progress Indicators

1. Semi-annual reports and a taking stock meeting with stakeholders.

2. Metrics on trending analysis

3. Metrics on vulnerability detection and repeat offenders

4. Metrics on incident reports

5. Metrics on planned and unplanned downtimes.

6. Published project progress and milestones. 

Additional Information

The greatest challenge we face this year is that of authentication. Our current software offering has greatly deviated from the main vendor tree, making incidental patches a tremendous undertaking, not to mention resource intensive in terms of developer time and comprehensive regression testing. In addition, a two-factor solution is tightly integrated into the software offering which is not conducive to reuse nor is it flexible. For years have been a leader when it comes to authentication, but our custom solution is now showing its age due to the specialized modifications implemented in the code tree. In addition, the upstream vendor of the Kerberos software has deprecated many components of our software offering, instead relying on operating system vendors to supply the client and services binaries. These standard services and binaries are not compatible with the customized Kerberos infrastructure in use at the laboratory. FY08 is the time to evaluate our authentication strategy with a forward looking flexible mindset to accommodate upcoming regulatory challenges with identity management.

The total amount of core work exceeds current levels of staffing.  Failure to produce adequate additional funding and resources in FY08 would severely impact the ability of Computer Security to meet its goals and obligations.

Grid
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Strategic Plan for Grids (2006-2008)
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Fermilab’s Scientific program involves large collaborations which are national or international in scale. It is increasingly typical that computing for these activities is spread among many facilities, and that a single facility needs to serve many experiments.

Grid computing seeks to organize computing along the roles of  experiment (“virtual organization”), and resource providers (“sites”). One goal  of grid computing is to reduce the coupling between sites and experiments to a minimal number of transparent, standard interfaces and business processes.

Experiments gain from this approach in that they are able to add sites at low marginal cost, and sustain operations over their lifecycle. Fermilab gains because it is able to support computing for new experiments at low marginal cost.  Both parties gain because the coupling between sites and experiments is reduced to a thin interface, allowing each party to focus on optimizing its processes with relative independence.

Grid techniques are required by the LHC software community, therefore embracing them is a necessity.  However, a full suite of grid techniques is beyond the current state of the art. A meaningful program involves finding a tractable set of techniques that are broadly accepted in the community of relevant experiments and sites. Primary reference points for locating such mechanisms are the acumen within the CD and Fermilab-hosted  experiments, the Open Science Grid (OSG) and the WLCG.  Constraints on acceptable techniques may come from cyber security, and other areas.

The grid approach creates maximal value when it is broadly accepted. Moreover, standing alone is not able to dictate acceptance of particular grid methods,  Since   this objective is beyond our means alone, it is  necessary to  both collaborate with others and to pick a focus based on our existing strengths that will both help the experiments and hasten the emergence of  ubiquitous grid computing. 

Fermilab has a history of working closely with experiments, thinking carefully about operations, interoperable (and especially default-allow) security, data movement and storage. These skills are the most useful to contribute to a grid effort.

We face the unique challenge for the Computing Division to support the Run II experiments with increasing luminosity and contracting effort, assist CMS during the critical first years at the new energy frontier, facilitate the migration to core grid services of the existing programs of FNAL, and to maintain flexibility to actively participate in ILC preparations.   

Mission 

· To cause a body of grid software, business methods and deployment community to emerge that is broadly accepted by the FNAL site and FNAL experiments. 

· To measure progress made attaining this goal. 

· To assess and measure the acceptance and effectiveness of these techniques.
Assessment of Current State (2007)
FNAL offers a production grid facility (FermiGrid), which provides a set of common services and a portal to the OSG. Through this interface, the experimental community access both local and OSG resources. CDF, CMS and DØ generate large MC samples, DØ has reconstructed more than 1B events on the Grid and CDF continues to run analysis jobs on the Grid.  Accelerator and detector simulations run in support of the ILC.  The number and variety of experiments using grid resources continues to increase. Stakeholder interoperability and opportunistic use of resources are supported. Support of OSG virtual organizations is ongoing. 

CD is actively involved in grid middleware development, integration and deployment for authorization and identity management, accounting, auditing, resource and workload management, data handling, and storage and data movement. Many of these activities involve collaboration with external Grid projects and organizations. Awareness and application of good security practices and policies is increasing. Strengthening of the grid infrastructure to production quality is progressing, including the application of high availability techniques. User support is ongoing and dedicated effort is available for problem triaging and user assistance.  The work here is increasing and would benefit from additional effort.

Vision

To use CMS and the Run II experiments as exemplars and critical leverage to bring ubiquitous application of grid techniques to HEP computing at Fermilab.

To tie experiments HEP computing at US universities to the same techniques, allowing the emergence of coherent HEP computing in the US, and to anchor Fermilab in this infrastructure allowing it to evolve its computing facilities and expertise in a way that gives maximal advantage to the US HEP community. 

To influence the Lab’s non-HEP experimental program (QCD, Astrophysics) to evolve along similar or identical lines.

By 2008 FNAL will be seamlessly integrated into the distributed computing system for CMS as a Tier-1 center and as an analysis facility. Processing resources for event reconstruction, data selection, and regional analysis will be transparently accessible through the OSG infrastructure. Custodial data storage from the experiment and event simulation centers, as well as data serving to remote analysis facilities will be accessible through reliable and secure common grid interfaces.

By 2008 the Run II experiments will have completed the migration to stable operations with a set of core computing services that perform at the scale required to process and analyze the final years of data taking. Computing services will be migrated to common grid solutions where this is seen as the most efficient program of work, weighing the development cost against the potential savings in operations and support. In areas where legacy solutions are operated the transition to maintenance will include the identification of sufficient effort to provide adequate support for the Run II program.

By 2008 FNAL will be the preeminent computing facility in the OSG. FNAL will provide an advanced set of core services that provide resource management, auditing, accounting and virtual organization management services at FNAL. OSG communities will have access to and discovery of opportunistic computing resources at FNAL. The work with the extension projects and the storage implementation in the Virtual Data Toolkit (VDT) will secure FNAL, in collaboration with DESY, as the primary provider for grid enabled storage solutions for the OSG. FNAL will have sufficient effort and expertise to facilitate and guide the transition of smaller communities to common grid services and components where desired. 

Stakeholders

The sponsors of the grid work are the Fermilab Computing Division base program and the DOE and NSF in the SciDAC-2 and NSF sponsored projects. Contributions are made from the CMS software and computing project.  Effort and deliverables are provided from many groups both internal and external to the Laboratory.

The stakeholders are:

- The running experiments based at FNAL (CDF, D0, Minos, MiniBooNE) and the astrophysics community.

- CMS.

- Simulation and theory including accelerator modeling, ILC, LQCD.

- The Computing Division in its pursuit of excellent, effective facilities.

- The members of the Open Science Grid Consortium. 

- The greater US HEP community, including qcd and astrophysics communities.
Goals and Objectives 

- Operate and support a robust, effective, local production grid facility which supports the scientific program of Fermilab. Provide a grid services platform including services which are contributions to the OSG  and help Fermilab achieve its goals. Special attention should be paid to implementations compatible with the infrastructure as outlined in the CMS Computing Technical Design Report (CTDR).

- Collaborate with external projects in the development and deployment of these grid services and grid tools.

- Work towards interoperation between the national and regional grids that Run II and CMS worldwide collaborations depend on– in particular the EGEE and OSG. 

- Increase visibility as a leading member of the national production grid facility (OSG) used by all Fermilab scientific groups. 

- Maintain and develop relationships and collaboration with sites, software contributors, committees and other bodies  sufficient to increase the usability of grid infrastructure integral to the FNAL mission. Special attention should be paid to the needs of the DOE environment. 

- Successfully fill designated OSG roles: such as the OSG Executive Director, OSG Security Officer, OSG Users Group Coordinator.Streamline SAMGRID operations and implement solutions that can be operated in  the environment of diminishing effort. 

- Complete transition of Run II to use grid facilities (FermiGrid, OSG, EGEE) including the migration of all CDF analysis computing to the Grid.  

- Promote use of grid infrastructures by  additional experiments including the neutrino and astrophysics programs as needed.

- Identify a grid based path forward for HEP and astrophysics communities.

Strategies

Working with specific experiments to both gain domain knowledge and foster acceptance of the grid approach.

Assuming leadership and supporting roles in various organizations, including the Open Science Grid, and evolving the organization to build acumen in grid techniques.

Partnering and collaborating with other significant contributors in developing and deploying Grid middleware.

Providing common grid services at FNAL, including the operation of the FermiGrid campus grid. 

Evolving site operational strengths to a grid context.

Detailed Strategy Components:

- Contribute to and support an effective US CMS Tier-1 and distributed facility. Assist in the continuous operation of the CMS globally distributed system in production from the end of CSA06, (November 2006).

- Plan and execute well-defined projects, in collaboration with groups internal and external to FNAL, to acquire, develop and deploy the tools and services needed by CMS on its distributed Grid facility.

- Support the Run II experiments by continuing to provide support for the existing critical computing infrastructure – SAM, SAMGrid, NAmCAF (NAmCAF is supported by the CDF collaboration itself.)

- Bring SAMGrid to maintenance mode in June 2007. Support underlying storage services interfaced to SAM via the Storage Resource Manager interface.

- Staff well-trained support teams and define and monitor metrics in order to anticipate any operational or scaling problems and to identify and mitigate any problems, which do occur as quickly as possible.

- Work towards interoperation between the national and regional grids that Run II and CMS worldwide collaborations depend on– in particular the EGEE and OSG.

- Publish a yearly operational plan for Run II support written by the collaboration management, with estimated resource needs and timetables for unusual activities. 

- Provide an effective gateway to a common pool of CPU resources, through FermiGrid. This strategy consolidates the system support effort and also maximizes the efficiency of CPU and storage utilization. 

- Provide a core set of robust secure Grid middleware tools and services with well-defined functionalities, to meet the needs of the FNAL experiments and OSG users.

- Contribute to and rely on common Grid middleware that is adopted by the broader Grid community - developers and users at Fermilab and elsewhere. Ensure that the interfaces to the Grid services and tools are the same for onsite and offsite grid infrastructures. 

- Maintain transparent and easy to maintain interfaces between the experiment-specific software and the Grid tools and services. Design and use the software in such a way that as the underlying implementation evolves, the experiments' interfaces either do not have to change at all, or the changes required are minimal and easy to implement and validate. 

- Contribute to and take leadership responsibilities in the OSG consortium and project for the operation, support, and evolution of a common, shared, distributed facility across the US (and in other countries where there are members of the consortium). 
In the cases when the objectives of scalable systems, reliance on standard components used through common interfaces, and reducing effort for stable operations have not yet been achieved, the collaboration and CD will outline a specific strategic plan which includes incremental tactical steps towards the final objectives within the resources available.

Resource Needs 

After June of 2008 all resources purchased for the LHC will likely be entirely consumed with LHC activities, so there should not be any planned reliance on securing large numbers of opportunistic computing resources after this date. 

CMS effort will contribute to both the experiment specific services and to the common grid services and infrastructures, increasingly shifting to operations from development over the next 2 years. The pool of developers dedicated to Run II support will be transitioning over the next year into development of common services.

As Grid services and production is integrated into the Scientific and Core Facilities at the lab and experiments, explicit Grid developments will transition to service development for resource management. 

As more and more experiments transition to using the Grid for their computing needs, support of these users and the resources they require will occupy  a larger fraction of effort. 

Progress Indicators

Development projects milestones will be tracked and reported. For experiment layers, compliance with standards will be tracked. The following will be reported monthly, taking account of the experiment needs:

-- The % of jobs through grid interfaces per experiment.

-- The % of data through grid interfaces per experiment.

-- Number of sites offering turnkey grid access per experiment.

-- Efficiency of use of grid resources for Monte Carlo production.

-- Numbers of problems a week and the successful resolution of said problems.

Additional Information

The risks of this strategic plan include:

-The continued support and attention of the underlying Grid technology groups –  Condor and Globus – to deliver the standard middleware used by all grids.
- Failure at the annual review for funding of the Open Science Grid.

- Failures in communication with the experiments to ensure their ongoing requirements and plans are met and/or insufficient resources made available to meet their goals.
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Prepared by: Gerald Guglielmo

(DAC)  18 October 2006

Last Updated: 20 June 2007

Mission

The mission is to provide technical advice, develop and support performant, robust, and well documented DAQ and Controls related software solutions to projects, activities and experiments that are part of Fermilab's mission in a timely manner, appropriately reflecting Computing Division and Laboratory priorities. The organization provides services tailored to the needs of the client, ranging from design and independent reviews of systems and software to development and support of new systems, with the highest level of professionalism and excellence. 

Context and Assessment of Current State

The division is currently involved in multiple DAQ and Controls related efforts, with some ramping up, others ramping down, and new ones being considered. Manpower and funding provide significant challenges to attaining all goals in a timely manner, however evaluations and adjustments based on status and new priorities are continually made to optimize the chances for success.

The DAQ and Controls strategic vision recognizes the importance of supporting the Engineering mission where appropriate and feasible by enabling the synergies of software and hardware teams working together to support the division and laboratory mission.

It supports the Astrophysics strategic vision through the support of existing DAQ systems and potentially DAQ systems for future experiments.

It supports test beam activities and future experiments through infrastructure and experiment specific reviews and assistance. 

It also supports the LHC strategic vision through support of the LHC at Fermilab remote operations project.

Vision

Run II is expected to continue through 2009, and perhaps into 2010 if extended, at which point Run II DAQ support will end. By late 2008 or early 2009, the risk for new features for Run II DAQ systems should be minimal and one expects a low level of operational support through the end of the run. By this time the group should be well established in the ILCTA controls area, fully ramped up for NOVA DAQ production development and winding down operational support for the NOVA Integration Prototype Near Detector DAQ system. Support and development for new experiments, whether accelerator based or not, and test beam activities would remain in various stages simultaneously as each experiment and project has its own life cycle. Planning for future ILC and other projects should already be in progress.

Stakeholders

Accelerator

Tevatron and Main Injector departments of the Accelerator Division.

Other accelerator departments or future project teams (High Intensity Proton Source for example)  

Astrophysics

Computing Division's Experimental Astrophysics department, SDSS II collaboration (and possible future extensions)

Future Astrophysics experiment collaborations (potentially DES for example)

General Infrastructure and Experiment DAQ Systems

Meson Test Beam Facility coordinators and test beam experiments (MIPP for example)

Non-test beam experiments (COUPP for example)

Engineering section for the pixel telescope

ILC Controls

ILCTA management and users

NOVA

NOVA collaboration and project management team

Remote Operations

LHC at Fermilab management and CMS collaboration

Run II

CDF Online Leaders specifically, experiment collaboration generally 

D0 Online Leaders specifically, experiment collaboration generally

SVX Test Stand

SVX support personnel in Engineering section and Equipment Support Services group of the Computing Division.

Goals and Objectives 

· Perform all activities with a high level of professionalism and excellence

· Provide performant, robust and well documented DAQ software and support

· Provide performant, robust and well documented Controls software and support

· Provide expert advice and help in designing DAQ systems for experiments

· Perform DAQ related design and software reviews for projects

· Provide support for test DAQ systems as appropriate

Strategies

· Position team for future DAQ projects by strengthening the DAQ development team and demonstrating the ability to work on multiple projects at one time. Build on experience and establish a reputation for excellence through successful delivery of systems for a wide range of projects, including test beam experiments like the MIPP Upgrade, and large Neutrino projects like NOVA.

· Continue to make strategic decisions on architectures to prepare for future projects and cross-pollinate skills and tools experience. EPICS has been selected for NOVA to put the team in a position to help more with ILC controls, yet allow for development of a middle-ware interface which will help grow developers in Java and C++, gain middle-ware design experience, and keep them excited and engaged which promotes the highest levels of quality and productivity.

· Maintain a strong sense of self-esteem among team members by keeping them involved, encouraging peer cooperation and positive interactions, maintaining an open door policy, reminding members they are encouraged to speak freely, and demonstrating that the opinions of everyone on the team are important.

· Develop software with a forward looking perspective to see how re-use and leveraging of effort could provide solutions in multiple areas. For example, a prototype of the event builder framework being developed for NOVA could be used in other projects requiring data buffering and event building. 

· Supporting Linux kernel builds. This allows developers to cross train in embedded OS areas, and is well aligned for a future where embedded Linux is expected to have a larger role. ILC controls may use Linux, and other projects certainly will.

· Pursue CAMAC solutions that minimize future support loads but provide valuable support for legacy systems by providing a common interface. Commercial smart crate controllers have lacked the performance needed for HEP activities. Therefore a collaboration with the ESE department in the Computing Division will be pursued to develop a smart CAMAC controller and thus provide a solution for supporting systems that require CAMAC and reducing the need for driver level support from the division.

· Remain professional at all times with clients or other members of the team, and seek out management to resolve conflicts when necessary to avoid appearances of unprofessional behavior. Professionalism is a key component to a successful business model whether working for internal or external clients. 

· Perform internal reviews of requirements, design, software and testing of systems under development. Reviews are an important component in assuring the quality and reliability of the systems developed, provide an opportunity for developers to learn from the experience of others, and are generally beneficial to the development of both the presenters and the reviewers. 

· Leverage experience and knowledge of team members to enhance quality of delivered systems. Maintaining a team with diverse experiences allows exposure to a wider spectrum of ideas as people share their knowledge on common efforts.

· Respond to operational issues in a timely manner which properly reflects the priority of the project. Client impressions are often made or broken on the willingness, effectiveness and timeliness of operational support. While the mission is primarily the development of DAQ systems, support and maintenance of those systems sometimes remains within the responsibility of the team. Developing and maintaining a clear understanding of support requirements between the team and the clients is thus very important throughout the life time of any product. 

· Follow good design, development and documentation practices (some projects will provide explicit guidelines on practices to follow). While balancing the time pressures and priorities to meet deadlines is important, those issues should in no way compromise on the quality of the solutions developed. Providing robust and performant solutions is an integral part of the primary mission.

· Frequently evaluate progress, commitments and priorities of all efforts and adjust as appropriate. The organization must remain agile so it can quickly adjust to changing priorities and requests, thus providing the best balance of progress on a diverse set of projects in a manner appropriately reflecting the current priority landscape. 

Resource Needs 

Material needs tend to be small for many of the DAQ activities. Some material purchases will be necessary so adequate test stands can be commissioned for developing and testing various DAQ and Control systems. As the NOVA DAQ effort progresses there will be a need to commission a larger test stand, which will need to be maintained through the early years of operation of the experiment. There will also be the need for a few VME single board computers and crates (for example MVME 6100) for development and support purposes for existing and future experiments. 

There currently are no material needs specifically for the Run II effort apart from VxWorks licenses (runtime licenses mostly) needed for support. Since these licenses are also needed for supporting the Main Injector and Tevatron Beam Position Monitoring systems, the licenses will remain necessary until these systems are decommissioned. If future efforts also require VxWorks licenses, the needs will be assessed at that time and licensing modified appropriately. Leveraging MVME boards from other activities should alleviate the need for reserving additional hardware.

As the ILC controls effort ramps up, it is anticipated that a modest amount of additional hardware will be required to support the effort.

Manpower resources are expected to be low for Run II support through the end of the Run in 2009, or perhaps 2010 if there is an extension. However issues may arise due to higher luminosity in the future which could change this situation. If this does become an issue it is imagined that an increase in effort is most likely sometime between now and the middle of 2008. By the beginning of 2009 it becomes less likely any moderate to large effort would complete in time to be of use in Run II. Any bump in effort for Run II would have to come from a lower priority project or projects as determined at the time the effort is required. Since manpower levels will normally be low, the end of Run II is not expected to free up significant resources.

The Astrophysics DAQ projects currently supported are all essentially in maintenance level support mode, or will be before calendar year 2007. There is a significant possibility other Astrophysics experiments will request help in the near future; once again priorities will have to be understood and schedules adjusted as necessary. 

The LHC at Fermilab remote operations effort is likely to remain static through 2008 if not 2009. The potential for work on the project and available effort to devote to it means the development effort will continue well passed the start of the official LHC Run start. 

In general effort levels on many projects will remain static or be ramping up over the next few years. There is also the possibility of new projects coming and going which would necessarily delay completion of existing efforts without the availability of additional manpower.

Effort for Nova is expected to have ramped up by the start of FY08 and remain plateaued for up to a few years. There may be a temporary ramp down in effort levels prior to the final push to commission the Nova far detector in FY11, and then drop off dramatically afterwards. 

Progress Indicators

Determination of success for Run II efforts will be measured by the reliability of the systems. The number and duration of problems is a strong indicator of the success. Continuation of the current record of a few to none problems per year due directly to the systems provided is considered a great success. Continuing this success, a new was component commissioned in late 2006, and there have been no reported problems in the first seven months of operations. 

In general the reliability and performance of the delivered systems is the most important measure of operational success. Additionally it is also important to have fast resolution of operational problems -- otherwise even one issue could impact the overall success. Another indicator of success is whether milestones are achieved on time. While there is no specific number of issues per year, or turn-around time for fixing them, or adherence to milestones, all of these factors remain important but have different weights for each project. Therefore, progress is best measured as a combination of these factors as perceived by both management and the clients. 

Additional Information

All activities are subject to changing priorities within the division, laboratory and DOE. Some of these efforts are contingent upon successful Command Decision Reviews and that process can delay availability of funding and significantly impact scheduling of work. The main focus of the mission is on delivering performant, robust systems for experiments to use and operate. There is not a significant operational load on manpower or other resources, but instead the need to react to changing requests some of which can be foreseen and others which cannot. Thus manpower needs tend not to follow smooth upward, downward or level trends but instead reflect a more irregular saw-tooth pattern of peaks and valleys.  

Central Computing

Engineering Support

Strategic Plan for Engineering (2007-2011)

Prepared by: F. Vince Pavlicek

Mission

The mission of CD Engineering is to provide high quality design, implementation, maintenance and project management support for hardware systems for HEP and Astrophysics experimentalists and phenomenologists. Hardware systems include board and system level hardware and firmware, and infrastructure electronics. 
Context and Assessment of Current State

CD Engineering currently strives in providing high quality electronic engineering services to the scientific community at Fermilab. This strategic plan focuses in keeping CD Engineering’s leadership position in the field. This strategy relies on the strategic direction set by the laboratory and the division. To fulfill our mission, we also have to coordinate and cooperate with the following activities: FNAL – running experiments, PREP and the Accelerator facilities, ILC – ILC and Future Detectors, LHC – CMS and LHC, ASTRO, DAC – DAQ and Controls.  These activities are either clients, collaborators, or both.  

Successful operation of the FNAL accelerators and the collider and neutrino experiments is the first priority for the lab and CD Engineering continues to provide hardware support to these groups as defined in our MOUs.

CD Engineering is currently responsible for maintenance and repair of the equipment available from PREP. Given the diminishing value of the equipment pool due to aging of its assets, CD Engineering will retrain the technicians employed in these activities so that they can be utilized in other projects. In tandem, there is the need to reduce the diversity of the equipment pool to reduce the amount of labor to keep it a viable and pertinent resource to Fermilab user’s community.

The CD Engineering strategic vision recognizes the importance of supporting the

DAQ and Controls Department mission where appropriate and feasible by enabling the synergies of software and hardware teams working together to support the division and laboratory mission.

This plan supports production testing and commissioning of the forward pixel detector for CMS. This project has been fundamental in positioning CD Engineering for future CMS upgrades in the scope of the SLHC. 

It also supports the low-level RF (LLRF) effort for the ILC to establish CD Engineering as a key stakeholder in the field. Furthermore, CD Engineering will continue to leverage its experience with pixel and strip detectors to pursue a leadership role in the detector and systems engineering R&D for the ILC. 

This plan also supports the Astrophysics strategy of the division by providing engineering expertise to build a strong proposal for JDEM-SNAP. 

Vision

By 2011 the CD Engineering section will be the premier provider of engineering services for the scientific community at Fermilab. With the end of the Run II in 2010, there will be no need to continue D0 and CDF hardware DAQ support. This effort has been gradually decreasing so those individuals involved will already be engaged in other projects.  By the end of 2009, CD Engineering should be fully involved in the upgrade project for CMS (trigger, pixels, and DAQ). This effort can ramp up to about a third of the group (~7 FTE). The second third of the group’s effort should be absorbed by ILC projects, both in the accelerator and detector areas. Lastly, a third of the group should be working on other HEP projects such as NOVA, SNAP, etc. The correct balancing between the different projects shall be determined each year based on the laboratory’s strategy.  The future of the ILC project should begin to become clear as the LHC data produces results that support or do not support an ILC type program. 

Stakeholders

CMS

CMS collaboration at Fermilab, CMS and LHC management teams

CMS upgrades for SLHC

CMS collaboration at Fermilab, CMS and LHC management teams, new working groups that are being created to start R&D on the project

ILC accelerator

ILC working groups, collaboration, and management team  

ILC detector


ILC working groups, collaboration, and management team

NOvA


Project collaboration and management team 

CDF


CDF collaboration, users, and management team

D0


D0 collaboration, users, and management team

Astrophysics

CD’s Experimental Astrophysics Dept., SNAP collaboration, management team at LBL and SLAC, future astrophysics experiment collaborations (e.g. DES).

PREP logistics

CD’s CSS Dept.

Support of BPM/IPM systems


Fermilab management and MI-BPM, TeV-BPM and TeV-IPM users

Goals and Objectives 

· Perform all activities with a high level of professionalism and excellence

· Provide users with high quality and well documented engineering projects

· Provide users with high quality support for engineering projects 

· Provide expert advice and help in designing engineering systems for experiments

· Perform engineering related design and software reviews for projects

Strategies

· Position CD Engineering to take on new projects for the group (e.g., SLHC, ILC,  SNAP etc.). We’ll achieve that by leveraging our experience and establishing a reputation for excellence through successful delivery of systems. The group has the core competencies and the overall domain expertise to take on these projects. Nevertheless, the group working on these projects requires training to make a considerable contribution to the effort. 

· Maintain a strong sense of self esteem among team members by keeping them involved, encouraging peer cooperation and positive interactions, maintaining an open door policy, reminding members they are encouraged to speak freely, and demonstrating that the opinions of everyone on the team are important. Develop engineering systems with a forward looking perspective to see how reuse and leveraging of effort could provide solutions in multiple areas. For example, the pixel module developed for BTeV and used to build the Phenix pixel detector will be used as the building block for the ILC test beam telescope.

· Continue encouraging our technical staff to pursue research opportunities in data acquisition systems, detector instrumentation, and timing and control systems. We’ll achieve that by continuing collaborating with colleagues at Fermilab and around the world, participating on conferences and writing papers about our work.

· Remain professional at all times with clients or other members of the team, and seek out management to resolve conflicts when necessary to avoid appearances of unprofessional behavior. Professionalism is a key component to a successful business model whether working for internal or external clients.
· Reduce the equipment pool supported at PREP so that users can be provided with a core set of pertinent assets.  All other redundant and unnecessary items will be directed to surplus.  

Resource Needs

The leadership role the CD Engineering section has kept during its many years of existence leverages its continuous investment in the improvement of our engineers and technicians. Thus, we will require the resources necessary to support our training needs. Furthermore, we utilize summer and coop students to fulfill a two-fold goal: they provide the section with fresh skills to help us in several different projects while we provide them with real life projects that augment their education. 

The 21 members of the engineering department will be fully occupied with significant work at the beginning of FY08.  The ILC LLRF effort has a request for additional resources pending.  As the scope of our projects increase as a result of CD’s strategy, we expect to require more labor resources to fulfill those goals.  If both the ILC and SLHC efforts ramp up we will need more engineers possibly in FY08 and for sure in FY09.  We will need more software support for FY08 in collaboration with the DAQ department as the MTest test beam facility effort starts. 

Progress Indicators
The progress of the various projects will be measured based on the work breakdown structure (WBS) of each project. The performance of the group can’t be measure solely in the compliance with  the WBS of each project but the WBS provides an objective measurement to assess the status of our activities. Thus, subjective metrics must be implemented to better gauge the group’s performance. Subject metrics will be determined in case by case basis. Examples of such metrics include:

· Best practices analysis: how much time should we need to perform the task and how much effort did we employ

· Cost analysis: is the project’s cost within budget?

· ROI analysis: how is the return on our investment (both labor and M&S)? Should we relocate funds to another part of the project? Are we spending resources wisely? 

· Are the major milestones of a project being met on time? Are obstacles identified and addressed before they jeopardize a project’s schedule.

Computing Facilites

Computer Facility Strategic Plan FY08

G. Bellendir, et al.
11 October 2007

Mission 

Operation, maintenance, improvement, design & construction of CD buildings & grounds, computer rooms, office and public areas. These include FCC with offices and high availability computers and tape robots, GCC with high density compute nodes and tape robots, LCC with LQCD and AMR computers and certain areas in WH with office space. These services are needed in order for CD to carry out its mission.

Assessment of Current State

Buildings: 


· Have been operating reliably with the exception of a few recent electrical/mechanical equipment failures at FCC that impacted computing

· Most critical equipment covered under blanket maintenance contracts 

· Have fallen behind in the replacement of aging infrastructure

Computer rooms:

· Have been able to keep up with new procurements by constructing new (LCC & GCC) and upgrading FCC

Offices:
· Have managed to keep up with personnel needs, although barely, and need options for growth

Vision

Establish Best Practices for HEP Computing Facilities

Buildings:

· To provide reliable operation, maintainability and needed improvements

Computer rooms:
· To provide space, power and cooling commensurate with stakeholder computing needs

Offices:
· To provide sufficient office space to meet personnel needs

Stakeholders

Computing division, running experiments, other D/S (BSS, FESS, PPD), GRID users and others

Goals and Objectives

Buildings: provide necessary building utilities maintenance, improvement and operational services
1. building structures

2. grounds

3. electrical service

4. heating, cooling and humidification

5. domestic water

6. lighting

7. fire protection

8. emergency systems

9. security

Computer Rooms: provide necessary computer room infrastructure maintenance, improvement and operational services for existing and new computer equipment

1. electrical

2. cooling

3. space

4. fire protection

5. facility monitoring

Offices & Public Areas: provide suitable & safe working conditions for all CD personnel including 
1. adequate work spaces

2. environment: ventilation, air quality, heating, cooling, humidity

3. ergonomics: workstations

4. furniture & storage

5. renovation & construction of offices

6. personnel relocation

Strategies

Buildings: 

1. Replacement plans for aging/failing equipment

2. Critical equipment spare parts plan

Computer rooms:
1. Continue expansion of GCC, LCC to meet computer acquisitions

2. Establish remote monitoring and control

3. Decrease response time to equipment failures

4. Develop uptime and service metrics

5. Reevaluate current drawing and database planning & tracking tools

Offices:
1. Provide options for additional office spaces

2. Proceed with implementation of Aperture View for office planning and tracking

Resource Needs

We believe that after the recent reorganization and addition of people to Facilities, we are staffed appropriately

Budget for materials to address infrastructure maintenance improvements and upgrade needs will increase for the next several years

Progress Indicators

Buildings:
maintain at least 98% reliability of critical infrastructure

Computer rooms:
ability to operate, monitor & control rooms remotely with decreased emergency response time

Offices:
degree to which added office space options meets personnel needs


ES&H

Please see separate ES&H plan.
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