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Grid Services and Security Goals
· Provide leadership in the area of middleware development for Fermilab and the Open Science Grid (OSG).

· Provide a middleware infrastructure for Fermilab and the OSG, with focus on interoperations with major peer grids, such as Enabling Grids for E-sciencE (EGEE), TeraGrid, etc., supporting the needs of Fermilab’s scientific community.

· Provide policy and operational advice to the Computing Security Executive group (CSExec) and Computing Security Team (CST) in the area of the grid security environment of the Open Science Enclave (OSE).

· Increase the ability of the staff to reason about grid security issues and act accordingly.

Grid Services and Security Strategy
· To enhance and expand the body of grid software, business methods, and deployment community that is broadly accepted by the FNAL site and FNAL based virtual organizations.

Grid / Grid Services
Tactical Objectives for FY09

1. Improve usability and operability of the Virtual Organization (VO) Services infrastructure. Focus on serving the Large Hadron Collider (LHC) experiments in the US and the Fermilab scientific community.

2. Deploy and support the VO Services infrastructure for the stakeholders on OSG. Focus on reducing maintenance and on fostering interoperability of the authorization systems. 

3. Integrate emerging standards and increasingly complex use cases in the VO Service infrastructure. These include new mechanisms for identity management, support for finer-grain storage privileges, VO and site policy definition, publication, and enforcement.

4. Provide maintenance and support for the Resource Selection Service (ReSS) Workload Management System (WMS) for OSG and FermiGrid VO’s. Focus on the operational qualities of the infrastructure. 

5. Develop new accounting reports and enhance existing ones for the Gratia system. Work closely with stakeholders to identify and appropriately prioritize their needs.

6. Provide support for the production instance of the Gratia accounting system for OSG and Computing Division (CD).

7. Develop and deploy a science-dashboard infrastructure to display customized metrics of running Grid services. Focus on the use cases of storage for US CMS.

8. Transition Glide-in Workload Management System to maintenance and operation mode. Focus on deployment, maintenance, and support of the infrastructure for CMS.

9. Continue to improve interoperability of EGEE and OSG information systems and move to maintenance and operations mode. Begin investigation of interoperation between other peer grids and campus grid infrastructures.

Grid / Security

Tactical Objectives for FY09

1. Plan and coordinate Fermilab OSE working group

2. Implement a software security review process.

3. Integrate software security best practices and procedures into the software development life cycle.

4. Perform security-focused reviews of several software projects.

Accomplished Tactical Objectives from FY08
1. Plan and coordinate Fermilab OSE Security

2. Build overall acumen in Open Science security sufficient for integrated security management within FNAL.

Not-Accomplished Tactical Objectives from FY08

1. Metric: Incorporate security control suggestions into relevant docs

2. Metric: Complete ST&E for the Open Science Enclave

Accomplished Objectives from FY08:

2. Develop features and improve robustness of the VO Services infrastructure in preparation for the LHC data taking era as requested by the LHC VO’s.

We released GUMS v1.2.14, which implements operationally-oriented improvements and a fixes a few bugs. We developed an alarming probe (within the RSV infrastructure) to automatically detect configuration defects of the authorization infrastructure.

3. Extend deployment of and support the VO Services infrastructure for our stakeholders at OSG.

We assisted with the deployment of VO Services components: in particular, the alarming probe for configuration validation.

4. Integrate standard authorization call-out libraries, in collaboration with Globus, in order to enable interoperability with the EGEE authorization infrastructure.

We delivered a profile document to standardize authorization call-out protocols among OSG, EGEE, Globus, and Condor. We implemented such profile in the VO Services infrastructure, gLite SCAS service, and Globus WS-GRAM (due Oct 2008).

5. Integrate support for emerging standards and increasingly complex use cases in the VO Service infrastructure. These include new mechanisms for identity management, support for finer-grain storage privileges, site-central validation services, improved accounting capabilities, VO and site policy definition, publication, and enforcement.

In the context of an SBIR Phase I grant, we worked with TechX to provide a prototype infrastructure to declare, publish, and compare VO and Site privilege policies. In collaboration with OSG, we wrote documents to compare different mechanisms to implement attribute certificate validations in OSG.

8. Develop features and improve robustness of the Gratia infrastructure.

We cut 6 releases of Gratia with new features and improved ranging from fully automated installs to support for authentication to access administrative functions.

9. Extend deployment of and support Gratia both in the OSG in general and at Fermilab.
Gratia is now properly deployed at 85% of the OSG sites (includes all major sites) and completely deployed at Fermilab.

10. Develop and enforce authentication layer for Gratia servers.

Authentication has been added to the access of administrative function

11. Extend and simplify reports and reporting tools to access the accounting data.

Several live graphs and weekly reports have been added.

12. Extend awareness and use of the accounting data accumulated via the Gratia infrastructure both in OSG and at Fermilab.

A couple of meetings were held to show the data and functionality available in Gratia to targeted stakeholders.

Grid / Grid Services / VO Services /Development

· Activity type:
Project

· Timescale:
Continuous through FY09

· Milestones:
Document results of the investigations to integrate emerging standards. Complete authorization interoperability development project by Oct 08.

· Metrics:
Number of bug reports related to software usability / operability. Stakeholder satisfaction in addressing concerns related to emerging standards. 

Grid / Grid Services / VO Services /Deployment and Support

· Activity type:
Service

· Milestones:
Support deployment of the VO Services infrastructure to OSG sites

· Metrics:
Increase in the number of sites supporting role-based access to resources and authorization interoperability protocol by the end of FY09, starting in Nov 08 and peaking in Feb 09 (OSG v1.2 software release). 

Grid / Grid Services / VO Services /Management

· Activity type:
Project.

· Milestones:
Quarterly stakeholder’s meetings. 

· Metrics:
Feedback to the project.

Grid / Grid Services / WMS / ReSS / Development

· Activity type:
Project

· Milestones:
successful implementation of development tasks: enhance ReSS secure resource registration, improved support for SE, improved deployment verification tools.

· Metrics:
Number of bug reports related to new features. Stakeholder satisfaction in addressing requested features.

Grid / Grid Services / WMS / ReSS / Management & Outreach

· Activity type:
Project

· Milestones:
Quarterly Stakeholders Meeting.

· Metrics:
Feedback to the project.

Grid / Grid Services / WMS / ReSS / Support

· Activity type:
Service

· Milestones:
Compliance with Fermigrid operational model.

· Metrics:
Turn around and customer satisfaction for the resolution of maintenance and support problems with ReSS
Grid / Grid Services / WMS /CMS / Development and Maintenance
· Activity type: Service

· Timescale: Continuous throughout FY09
· Milestones:
repeated releases to address new requirements per user/stakeholders requests and to address newly discovery issues.

· Metrics:
Turn around time for the release of bug fixes and feature enhancement.
Grid / Grid Services / WMS /CMS / Management and Outreach
· Activity type: Project

· Timescale: Continuous throughout FY09
· Milestones: Stakeholders meeting

· Metrics: Feedback to the project

Grid / Grid Services / WMS /CMS / Deployment and Support
· Activity type: Service

· Timescale: Continuous throughout FY09
· Milestones: additional deployments for production, deployments for analysis. Support of administrator and user problems.

· Metrics: As defined by CMS for Year 1
Grid / Grid Services / Accounting / Maintenance

· Activity type: Service
· Milestones: repeated releases of new reports per user/stakeholders requests

· Metrics: Number of issues about non-working or inaccurate report/data. Turn-around time to resolve these issues.

Grid / Grid Services / Accounting / Management

· Activity type: Service
· Milestones: Quarterly stakeholder’s meetings

· Metrics: Turn around time on reaching satisfactory resolution of the action items raised at the quarterly meetings.

Grid / Grid Services / Accounting / CMS

· Activity type: Project

· Milestones: repeated releases to address new requirements per user/stakeholders requests and to address newly discovery issues for CMS.

· Metrics: Turn around time of customer acceptable resolution of maintenance and support problems with Gratia for CMS.

Grid / Grid Services / Accounting / Maintenance

· Activity type:
Service

· Milestones:
repeated releases of new reports per user/stakeholders requests

· Metrics:
User satisfaction with the reports produced and their timeliness
Grid / Grid Services / Accounting / Management

· Activity type:
Service

· Milestones:
Quarterly stakeholder’s meetings

· Metrics:
Feedback to the project
Grid / Grid Services / Accounting / CMS

· Activity type:
Service

· Milestones:
repeated releases to address new requirements per user/stakeholders requests and to address newly discovery issues for CMS.

· Metrics:
Turn around time and customer satisfaction for the resolution of maintenance and support problems with Gratia for CMS.
Grid / Grid Services / Science Dashboard

· Activity type:
Project

· Milestones:
Project definition and acceptance by stakeholders – Oct 7, 2008.  Requirements document – Oct 30, 2008. Repeated releases of prototypes, until first stable release, to the satisfaction of stakeholders.

· Metrics:
Number of features deployed in a prototype release over time. 
Grid / Security

· Activity type:
Service

· Milestones:
OSE Working group policy recommendations. Security reviews of software projects performed 1st review – Nov 08.

· Metrics:
Number of security reviews performed.

Priorities: The following activities in this tactical plan are independently managed projects, each with its personnel and internal priorities: VO Services, WMS-ReSS, WMS-CMS, Accounting, Security, and Dashboard. For the VO Services project, deployment and support of the infrastructure has the highest priority. For ReSS, it is the support activity. For Security, address security issues with appropriate priority and insure input of the resulting recommendations to the CSExec processes.
Staffing:   We will need continued support to the VO Services project from BNL in order to accomplish the related goals. Since FY07 and until the end of FY08, such support is achieved thanks to OSG contributions. Continued availability of the security experts to input to the OSE working group is essential.
Change control: 

Any changes to the current plan need to be communicated to the CD management and principal stakeholders, including OSG, CMS, ATLAS, and FermiGrid. 

Risk Assessment for Grid Services:

1. Failure to improve the usability and operability of the VO Service infrastructure may result in inefficiencies in the administration of the authorization infrastructure. In the worse case scenario, this may result in operational errors and resource downtimes.

2. Failure to extend and support the current VO Services deployment may result in increased administrative work at the OSG sites and VO’s, because of the lacking of proper global support for role-based privileges.

3. Failure to integrate new technologies and support new use cases in the VO Service infrastructure may result in additional administrative work, to compensate for the lack of technical solutions, and difficulties in interoperations with peer grids.

4. Failure to provide support to ReSS WMS may adversely affect FermiGrid and OSG operations, including operations of the DZero grid production activities.

5. Failure to create new reports for the Gratia accounting system will limit the ability of introducing new metrics to measure the functional properties of the OSG as a system.

6. Failure to appropriately support Gratia, the system that gathers accounting data and provides reports for OSG and Fermilab, would result in difficulties for OSG and Fermilab to present proper information to its stakeholders and funding agencies.

7. Failure to develop and deploy a science dashboard for the storage use cases of USCMS may slow down access to relevant storage metrics and properties. User and administrator satisfaction with grid services (as measured by user commentary at various meetings and conferences, and amount of effort administrators spend toward user problem solving) will remain at its current low level and administration effort for these services will need to remain high and perhaps increase with the turning on of the LHC.

8. Failure to move the Glide-in Workload Management System into maintenance and operation may have a major effect of the efficiency of the LHC data analysis for CMS. 
9. Failure to move the OSG Information System to maintenance and operations may result in low resource usage and add extra administrative effort to support the infrastructure. Failure to begin to interoperate with other grid infrastructures may increase the inefficiency of OSG-based analyses due to the lack of opportunistic cycles.
Risk Assessment for Security:

1. The perception of poor security compliance or performance by DOE and the reality of the poor compliance and performance will likely affect the scientific computing program in an adverse ways, including but not limited to stand downs, and imposed controls that limit performance or interoperability.

2. Lack of a review process, which includes a focus on security, may increase the chance of software products in production with security-related defects.

3. Lack of integration of security best practices into software development may also increase the chance of software products in production with security related defects.

4. Many production level software products perform security related functions as part of their normal operations. Insuring that these products conform to security practices decreases the possibility of security incidents.

































