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1 Introduction
Tier Zero (or Tier 0) is the first distribution point of the CMS detector data outside of the physical detector network at Point 5 in the LHC. The purpose of Tier 0 is to repackage the detector data, which comes in streams of different priorities. The repackaged files are merged if needed, and scheduled for reconstruction into datasets. The datasets are the input to the physics analysis for the CMS experiment. [1]
A very simple view of Tier 0 is input: streams of data, output: reconstructed datasets. Of course there are intermittent steps and files that are interesting to the developers and operators. These steps in Tier 0 can be viewed as a Workflow. [2][3]
The Tier 0 Monitor (T0M) is a web application showing the users the status of the runs, streams, jobs, files, datasets, and the intermittent steps as this data travels through the state machine. Most of this data is kept in the T0AST database.[4]
Incidents to monitor and emphasize are:

· Slow jobs, if the average job (event/second) rate drops below some value this needs to be flagged

· Job failures need to be obvious 

· Huge repacked/reconstructed files.  If these files are over a certain size they should be flagged.

· Huge numbers of events in a single lumi section, if this exceeds a certain size they should be flagged.
· Long running jobs, if we haven't heard back from a job in a certain amount of time it should be flagged
· Huge load on the T0AST Oracle instance, if the database is overloaded it should be obvious.
The system information by component is interesting to determine the health of individual components, but it is desirable to visualize the facility information for the system to assess that the system is in steady state.   For example the Storage Manager is 50% full and the Repacker is reading at 100MB/s.   The Storage manager is filling at 110MB/s.   The export to the Tier-1s are clearing the Castor export buffer at an equal rate to the Tier-0 filling the buffer.   Ideally this could be visualized as a series of filling and draining resources for both storage and processing.   
The system information of interest is:
· Transfer rates into the Tier 0 (data from the storage manager)

· Health of the processing system itself. For example, what the ProdAgents are doing status wise, and if they are down/not running.
· Job Performance metrics (CPU, Walltime, memory etc) 
· Castor status

At the time of the writing the system data is not available. The numbered requirements do not include the system parameters. However, the information is captured here for future inclusion.

The requirements document describes ‘what’ T0M does, but leaves ‘how’ this is done to the design stage. The requirements have one of three priorities. 

· Critical: the application is useless without it

· Expected: expected in an early release

· Desired: not needed in the first release, nice to have

2 Base Requirements

The base requirements are requirements not related to a specific feature. For example, TOM shall be a Web Application. It shall be visible inside and outside of the technical network. It is not a fixed display, but is useful without the user having to interact. 
	No.
	Requirement
	Source
	Priority

	T0M-10
	T0M shall be a web application which presents the data on a web browser.
	D.Evans
9-2008
	Critical

	T0M-20
	No authentication for accessing T0M shall be required (all read-only).
	S.Gysin

9-2008
	Expected

	T0M-22
	At minimum, the Front Page shall be accessible from the public network.
	S.Gysin

S.Foulkes
9-2008
	Critical

	T0M-24
	The user on the public network shall be limited to reading the information and prohibited from triggering queries to the database.

This is meant to address the concern of flooding the database by an uninformed user, resulting in a denial of service.
	S.Gysin

S.Foulkes
10-2008
	Critical

	T0M-30
	T0M shall allow user interaction (i.e. no restriction to be a fixed display)
	D.Evans
9-2008
	Critical

	T0M-40
	T0M shall be deployed at a server at CERN.
	S.Gysin

9-2008
	Critical

	T0M-60
	Database access shall be optimized to minimize the load on the database. For example, the queries could be cashed.  Monitor information can also be saved in new tables in the database.
	S.Foulkes 

S.Gysin

10-2008
	Expected

	T0M-65
	The T0M web application shall have links to documentation for each data item.
	D.Hufnagel

S.Gysin

10-2008
	Critical

	
	
	
	


3 Legacy

The existing T0Mon application[7], also called the expert application, is the starting point and the base from with the T0M application is developed. The queries and the tables shown in T0Mon will be included in T0M, the new application. We will aim to have only one T0 monitor application to support. This will allow us to take full advantage of pooled resources, such as database caching and configuring web and proxy servers. 
	T0M-50
	T0M shall include all existing T0 Mon application displays and functionality. 
	D.Evans

9-2008
	Expected

	T0M-70
	There shall only be one application to support for T0 monitoring.
	D.Evans

10-2008
	Expected


4 T0M Front Page
The first page should give an overview of the current status without requiring user inaction. It should give a visual image of each incomplete run and its status in the Tier 0 workflow. If any abnormalities have  been noticed they should be visually high lighted.
Below is a proposal for the per run information on the front page, we also refer to this diagram as the  ‘Christmas Tree’. 

[image: image1]
	No.
	Requirement
	Source
	Priority

	T0M-100
	The Front Page shall display information about incomplete runs less than 2 weeks old (referred to as ‘run’ in the requirements below).
	D. Evans
9-2008
	Critical

	T0M-102
	The Front Page shall display a histogram of the processing time for each job type.
	D. Meson

S. Gysin

10-2008
	Expected

	T0M-104
	The Front Page shall display the status (running/not running) of the critical process for the T0 workflow.
	D. Meson

S. Gysin

10-2008
	Expected

	T0M-110
	The Front Page shall sort the incomplete runs in ascending order (most recent first).
	S.Gysin

9-2008
	Critical

	T0M-120
	The Front Page shall display the following for each run:
1. Run number

2. # streamers

3. # unsplit streamers

4. # lumi sections
5. Average and standard deviation for

a. streamers/lumi sections
b. events/streamer
	D. Evans
S. Foulkes
9-2008
	Critical

	T0M-130
	For each run the following information shall be displayed:
1. % repacked jobs successful, failed, and running (pie chart)
2. % merged jobs successful, failed, and running (pie chart)

3. % reconstruction jobs: successful, failed, and running (pie chart)
4. % repacked files exported. The repack files count shall exclude HLT debug files. They will be monitored separately.
5. % reconstructed files exported
6. % HLT Debug files exported 
	S.Gysin

S. Foulkes
D. Evans
9-2008
	Critical

	T0M-140
	For each run the following information shall be displayed (when the information will be available in the database):

1. % DQM files exported
2. % AOD files exported
	S.Gysin

S. Foulkes
D. Evans
9-2008
	Desired

	T0M-150
	The Front Page shall provide an option to refresh the data for a particular run on demand (i.e. a refresh button).
	S.Gysin

S. Foulkes
D. Evans
9-2008
	Expected

	T0M-160
	The Front Page shall automatically refresh every 3 minutes.
	S.Gysin

S. Foulkes
D. Evans
9-2008
	Critical

	T0M-170
	The Front Page shall display a visual indication and a link to the alarms section of a run with an alarm.
	S. Foulkes

10-2008


	Critical

	T0M-180
	The Front Page shall have a link to the load status of the T0AST database instance.
We believe this data is collected by CERN IT, and have no intention of duplicating it. However, access to it will be very useful.
	D. Evans

10-2008
	Expected


5 T0M Express Page

The Express Page shall visualize the Express Stream workflows. A stream is marked Express when it’s processing should be complete in one hour. Because it is time critical, the Express work flow is condensed from the Prompt Reconstruction workflow (above). 
The Express page will give a visual indication of the progress through the condensed Express workflow, similarly as the ‘Christmas tree’ for the regular work flow. 
The express workflow is being defined at the time of writing. It is not well understood what is needed for monitoring. These requirements are listed as Expected to be implemented when the workflow is more defined.[9]
	No.
	Requirement
	Source
	Priority

	T0M-600
	The Express Page shall be accessible from the Front Page.
	I.Fisk
10-2008
	Expected

	T0M-610
	The Express Page shall display the workflow progress of all incomplete Express Streams (similar to the Christmas tree of the run page)
	I.Fisk
10-2008
	Expected

	T0M-620
	The Express Page shall display the number of events produced for datasets created by Express Streams
	I.Fisk
10-2008
	Expected

	T0M-630
	The Express Page shall display the average time to process a lumi section from the express stream and transfer it to the CAF.
	I.Fisk
10-2008
	Expected

	T0M-640
	The Express Page shall display the number of batch slots used in the Prompt Reco processes vs. the ones used in the Express processes
	I.Fisk
10-2008
	Expected


6 T0M Run Page

The front page has drill-down capability, these requirements describe what information is displayed when one clicks on a Run’s Christmas tree on the front page.

The Run Page will have sections specific to: Alarms , Streams, and Datasets.

Below is an sketch of the run information:
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	No.
	Requirement
	Source
	Priority

	T0M-200
	The run page shall display a histogram with the following:

1. Repacked file size (HLT files excluded)
2. Reco file size

3. Repacker events per file(HLT files excluded)
4. Reco events per file
	D. Evans
9-2008
	Critical

	T0M-210
	The run page shall display a pie chart with the dataset composition of events for the entire run.
	D. Evans
9-2008
	Critical

	T0M-220
	For each type of job: Repack, RepackMerge, and PromptReco, the Run Page shall display the number of jobs running, failed, aborted, and succeeded.
	D. Evans
9-2008
	Critical

	T0M-230
	The Run Page shall display the average run time (minutes) and processing speed in events/sec for each type of job.
	S. Foulkes

9-2008
	Critical

	T0M-240
	The Run Page shall display the scheduling overhead in minutes for all successful jobs.

Note:  I don't think this is easy to calculate given what is currently 
in the database, we may drop it. 
	S. Foulkes

9-2008
	Desired

	T0M-250
	The Run Page shall display the Repacker and Prompt Reco configuration, including the software versions (Future requirement, configuration data is to be defined [5]) 
	S.Foulkes,
D.Mason

10-2008
	Expected


7 
Alarms Section

The Alarms Section is part of the Run page. It is also accessible from the Font Page.

	T0M-500
	The Alarms Section shall display an alarm when the job rate (number of events per second processed) falls below <N> events/sec.
	S. Foulkes

S. Gysin

9-2008
	Critical

	T0M-510
	The Alarms Section page shall display all failed jobs in the last 2 weeks.
	S. Foulkes

S. Gysin

9-2008
	Critical

	T0M-520
	The Alarms Section page shall display repacked and recon files larger than: <M>
	S. Foulkes

S. Gysin

9-2008
	Critical

	T0M-530
	The Alarms Section page shall display lumi sections with more than <E> events.
	S. Foulkes

S. Gysin

9-2008
	Critical

	T0M-540
	The Alarms Section page shall display an alarm for jobs running without feedback longer than <R>.
	S. Foulkes

S. Gysin

9-2008
	Critical


8 Stream Section
The Run Page has a Stream section, these requirements describe the information is displayed in this section.
The data coming from the detector is grouped into several streams. For example, the Express stream needs to be processed within an hour, the Bulk Physics stream needs to be processed within 24 hours. Each stream is packaged into streamer files. The file name indicates what type stream this file belongs to.

	No.
	Requirement
	Source
	Priority

	T0M-300
	The Stream Section shall display the following for each stream/run:

1. total number of events 
2. total size of acquired data (MB)
3. average events per lumi section

4. average number of steamer files per lumi section
	S. Foulkes
9-2008
	Critical

	T0M-310
	The Stream Section shall display a histogram of the distribution of events across all streams for a run.
	S. Foulkes
10-2008
	Critical


9 Dataset Section
A Dataset is a grouping of events into groups that are interesting for physics analysis. Examples of datasets are: Muon, QCD, Beam Halo, and Electrons.

The Dataset section is accessible on the Run Page.
	T0M-400
	The Dataset Section shall display the following for each dataset:

1. Total events per dataset

2. Total size of repacked data (MB/GB) per dataset
3. Total size of reconstructed data (MB/GB) per dataset
4. A histogram with the 
distribution of events/repacked file per dataset.
	S. Foulkes

9-2008
	Critical

	T0M-410
	The Dataset Section shall display a pie chart of the total number of events per dataset out of all events collected in the run (same as T0M-210)
	S. Foulkes

9-2008
	Critical

	T0M-420
	The Dataset Section shall display the hertz rate (events/lumi time where the lumi time is 93 sec.) for each primary dataset as a cross check of the HLT information. There shall be two measurements:

1. the rate for the last 93 sec.

2. the average rate over of each dataset across all streamers (for comparison) 
	I.Fisk

10-2008
	Critical
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# un-split streamers:22


# lumi sections: 1000


average # streamers/ lumi section: 30


standard deviation # streamers/ lumi section: 5
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