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FermiGrid - Strategy

In order to better serve the entire program of Fermilab, the Computing Division undertook the
strategy of placing all of its production resources in a Grid "meta-facility" infrastructure called
FermiGrid.

This strategy is designed to allow Fermilab:
– to insure that the large experiments who currently have dedicated resources to have first priority

usage of those resources that are purchased on their behalf.
– to allow opportunistic use of these dedicated resources, as well as other shared Farm and Analysis

resources, by various Virtual Organizations (VO's) that participate in the Fermilab experimental
program and by certain VOs that use the Open Science Grid (OSG).

– to optimize the use of resources at Fermilab.
– to make a coherent way of putting Fermilab on the Open Science Grid.
– to save some effort and resources by implementing certain shared services and approaches.
– to work together more coherently to move all of our applications and services to run on the Grid.
– to better handle a transition from Run II to LHC in a time of shrinking budgets and possibly shrinking

resources for Run II worldwide.
– to fully support Open Science Grid and the LHC Computing Grid and gain positive benefit from this

emerging infrastructure in the US and Europe.
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FermiGrid - Mission and Accomplishments

Mission:
– To establish and maintain Fermilab as a high performance, robust, highly available,

expertly supported and documented Premier Grid Facility which supports the scientific
program based on Computing Division and Laboratory priorities.

– The Fermilab Grid department provides production infrastructure and software, together
with leading edge and innovative computing solutions, to meet the needs of the Fermilab
Grid community and takes a strong leadership role in the development and operation of
the global computing infrastructure of the Open Science Grid.

Accomplishments:
– FermiGrid is the coherent integration of multiple heterogeneous Fermilab resources into

a common Campus Grid.

– The architecture of FermiGrid facilitates seamless interoperation of the Fermilab
resources with the resources of the other regional, national and international Grids.
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FermiGrid - Advantages

FermiGrid is the fulcrum by which Fermilab leverages it’s
contributions to the larger regional and national Grids.

Common site gateway for Fermilab Grid clusters.
– This single “portal” allows Fermilab to efficiently operate multiple Grid

resources. Supports pre web services and web services GRAM.
– Performs matchmaking (resource selection) between the requirements

of the users job and the available batch slots across multiple Fermilab
Grid clusters.

– The users job is then transparently forwarded to the “best” Fermilab
Grid cluster.

The FermiGrid shared common infrastructure allows for
significant cost reductions and increased efficiency.
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FermiGrid - Enabling Access to Computers
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FermiGrid - Enabling Access to Storage
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FermiGrid - Service Requests per Day
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* the average number of service requests/day for the past month.
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FermiGrid - Virtual Organization Management
Service
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FermiGrid - Grid User Mapping Service
(GUMS)
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FermiGrid - Site AuthoriZation (SAZ) Service
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FermiGrid - Squid Web Cache

http://www.squid-cache.org/
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FermiGrid-HA - Highly Available Grid Services

The majority of the services listed in the service catalog are deployed in high
availability (HA) configuration that is collectively know as “FermiGrid-HA”.
– The goal for FermiGrid-HA is > 99.999% service availability.
– We achieved 99.9969% for the period of 01-Dec-2007 through 30-Jun-2008.

FermiGrid-HA utilizes three key technologies:
– Linux Virtual Server (LVS).
– Xen Hypervisor.
– MySQL Circular Replication.

We are actively working on the necessary configuration research that will allow us
to deploy ALL services in the service catalog in a HA configuration:
– Gatekeeper-HA
– MyProxy-HA
– Gratia-HA/HP [OSG Accounting Service]
– ReSS-HA [OSG Resource Selection Service]
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FermiGrid - Strategies to Deploy HA Services

FermiGrid employs several strategies to deploy HA services:
– Trivial monitoring or information services (such as Ganglia and Zabbix) are deployed on at least

two independent virtual machines.

– Services that natively support HA operation (Condor Information Gatherer, FermiGrid internal
ReSS deployment) are deployed in the standard service HA configuration on at least two
independent virtual machines.

– Services that maintain intermediate routing information (Linux Virtual Server) are deployed in an
active/passive configuration on at least two independent virtual machines.  A periodic heartbeat
process is used to perform any necessary service failover.

– Services that do not maintain intermediate context (i.e. are pure request/response services such as
GUMS and SAZ) are deployed using a Linux Virtual Server (LVS) front end to active/active
servers on at least two independent virtual machines.

– Services that support active-active database functions (circularly replicating MySQL servers) are
deployed on at least two independent virtual machines.



November 2008 14

FermiGrid - Non-HA Services

The following services are not currently implemented as HA services:
– Globus gatekeeper services (such as the CDF and D0 experiment globus gatekeeper

services) are deployed in segmented pools.
• Loss of any single pool will reduce the available resources by approximately 50%.

– MyProxy

– Certain Open Science Grid (OSG) services (such as the OSG accounting repository
[Gratia] and the OSG Resource Selection Service [ReSS]) are not currently
implemented as HA services.

• If the service fails, then the service will not be available until appropriate manual intervention
is performed to restart the service.

These services will be addressed as part of the FermiGrid FY2009 activities.
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FermiGrid - Logical View of Services
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FermiGrid - Physical View of Services

http://fermigrid.fnal.gov/fermigrid-organization.html
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FermiGrid - Service Availability

99.597%99.943%100.000%100.000%ReSS
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99.970%99.970%100.000%100.000%Core Services

100.000%100.000%100.000%100.000%Hardware

Since 10-
Jul-2008

Last
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The goal for FermiGrid-HA is > 99.999% service availability.



November 2008 18

FermiGrid - Overall Utilization - Last Quarter
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FermiGrid - OSG Opportunistic Usage by VO
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FermiGrid - OSG Opportunistic Usage
Summary
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FermiGrid - CDF, D0, CMS, GP Cluster Utilization
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FermiGrid - Plans for the Future

Ongoing software upgrades.
Routine expansion.
Extend HA service deployment.
Work with OSG and Globus to extend the
FermiGrid SAZ service into a Grid wide
banning tool.
Transition from HA to RS in FY2010.
Investigation of a Grid MPI capability.
Investigation of “Cloud Computing”.
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FermiGrid - Summary

FermiGrid-HA is in operation offering high availability
services.
– LVS, Xen and MySQL circular replication have given us

significant cost savings.

The ~17.5K Batch slots across FermiGrid have an
average utilization of ~72% with peaks of >94%
utilization.
– Handle >46K queued batch jobs without incident.

FermiGrid regularly processes >2M Grid service
requests per week.


