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I.  Introduction

The purpose of this document is as a working requirements specification for a CDF  monitoring system.  This is Monitoring system is intended  to monitor condor-based CAF/Grids. 

The CCDF CAF/Grid Monitoring System will consist of three independent sub-systems:  a database to store monitored data, a set of data collection agents that fill the database, and a query and display unit that provides the user interface and monitoring results. The system is assumed to operate on a single CAF/Grid instance (submission portal), and provides information pertaining to user job status, system status and usage information. This document describes the functional specification for the system from the user's perspective. Except as otherwise noted, no assumptions are made about any details of the implementation.

The details of the functional specification are described by a set of requirements. One of three priorities is assigned to each requirement:

· Critical:  The feature is essential for basic usage of the product. 

· Expected:  The design must envision a decent way to implement this feature.  The majority of expected features should be implemented in the initial release.

· Desired:  The feature enhances the value of the product, but can be omitted if it is too difficult to deliver, or if it would require adverse design changes.

II. Definitions

The following terms are used throughout the document

· User job:  the procedures submitted by a user or the CAF/Grid system with a single  submission command. A user job may include multiple instances of these procedures that run in parallel.

· Job segment:  the procedures run within a single slot in the batch system on behalf of a user.

· Segment workflow state:  each segment must pass through a sequence of steps from the time at which it is submitted to the time it terminates. Each step is a “segment workflow state”. Examples might include “authenticating with SAZ”, “calling gLExec”, “executing user job”.

· User segment status:  the execution status of the procedures in a user job segment. Each workflow state could have multiple possible status values. Possible values include “running”, “stalled”, “completed”. 

· User Job ID:  the ID assigned by the CAF submission middleware

· User Segment ID:  the ID assigned to a specific user job segment

· Condor ID:  the ID assigned to a segment by Condor

· Grid ID:  the ID assigned to a glide-in segment by the grid submission middleware 

III.  Legacy system requirements

The  following requirements are related to features of the existing monitoring system.

ID
Requirement
Priority

L10
The monitoring functionality currently available (ie, the union of information now accessible via CafMon and the web interface) will be available.
Critical

L20
The CafMon command-line interface will be implemented for those commands that pertain to monitoring functions:  jobs, node, slots
Critical

L30
The CAF web page monitoring interface will be implemented
Desired

L40
The CAF XML monitoring pages will be implemented
Critical









IV. Job information requirements

The following requirements pertain to information on user jobs and segments. End users are major consumers of this information. Operators will also need this information in order to diagnose problems.

 The table below lists views that have to be provided by the monitoring system (and indirectly the data that has to be collected).  In general it's required  that the list of views is easily extensible; that is, it is supposed to be straightforward for a maintainer to create a new packaged display as long as it only involves data which is already being gathered and kept.  

ID
Requirement
Priority

J00
In general it's required  that the list of views is easily extensible; that is, it is supposed to be straightforward for a maintainer to create a new packaged display as long as it only involves data which is already being gathered and kept.  
Critical

J10
A listing of jobs submitted per user
Critical

J20
A listing of jobs submitted by group
Critical

J30
A listing of jobs submitted by length
Critical

J40
A listing of jobs submitted by input source
Critical

J50
For each User Job, summary information that includes:  Job ID, Condor priority,, user, group, length, submit time, number of sections, number in each job status, running time, user time, average  run load, average memory,, tarball size, initial  command, input source
Critical

J51
For each User Job, summary information that includes:  total number of restarts across all segments and for each job 

    section.
Expected

J60
Job summary information based upon an input Job ID
Critical

J70
For User Job Segment, the monitoring will  provide summary information that includes:  Segment ID, user job  state, user, group, length, time limit, priority, submit time, tarball size, initial  command, managing schedd, output file, input source, start time, end time, Condor ID, Grid ID, real time, CPU time, user job return code
Critical

J80
For each User Job Segment, the monitoring will provide summary information that includes:  segment workflow state, Grid ID, number of re-starts
Expected

J81
For each User Job  Segment, the monitoring will provide summary information that includes:  the time in each job state, the time in each workflow state
Desired

J90
Segment summary information based upon an input Job + Segment ID
Critical

J100
Segment summary information  based upon an input Condor ID
Expected

J110
Segment summary information based upon an input Grid ID
Expected













V. Condor/Glide-in information requirements

Operators and administrators are the primary consumers of this system-level information. 

ID
Requirement
Priority

G10
Summary information for glideins will include:   Number of glide-in jobs in the system, number of jobs in each job state, number of jobs in each workflow state
Critical

G20
For each glidein job, summary information will include:  Job ID, Grid ID, job status, workflow state, submission time, run time,  CPU time, number of re-starts,...

time in each workflow state and job status,...
Critical

G30
For each glidein job, summary information will include:  time in each job status, time in each workflow state
Desired





VI. Usage information requirements

The following information  pertains to usage patterns for the computing systems. A history of this information  will allow administrators to determine how the computing systems are employed for physics analysis, which is useful for planning purposes.

ID
Requirement
Priority

U10
The main executable  run in each segment (based upon total CPU consumption)
Critical

U20
The SAM dataset accessed
Critical









VI. System requirements

These requirements pertain to the general operation and configuration of the monitoring system.

ID
Requirement
Priority

S00 
The system will display it's current status and inform the user that it is working properly. It will e.g. display the last time of update  
Critical

S10
The system will capture complete job status snapshots for a given CAF instance with a frequency of at least every 10 minutes.
Critical

S20
The system will capture complete job status snapshots for a given CAF instance with a frequency of every 5 minutes.
Desired

S30
The system will not return incorrect information due to errors in data collection or retrieval if those errors can be detected. Crashes of the hardware or monitoring  applications are considered as “detectable errors”. 
Critical

S40
The system will not return incomplete snapshot information due to errors in data collection or retrieval, or crashes of the monitoring HW or applications.
Critical

S50
The system will return a  well-defined set of error codes in the event of detectable errors during data collection or retrieval for a requested query. 


S60
The system must be easily configurable to extend the set of fixed queries provided to users.


S70
The system should have an interface allowing designated administrators to perform arbitrary SQL queries on the collected database.


S80
The system should allow tables and plots to be constructed from the results of arbitrary queries. 


S90
The system should allow time dependent  quantities to be plotted for arbitrary start and end times.


S100
The system will retain information within specified groups for a configurable period of time. The times specified for each group can be set independently. Expired data will be removed automatically without user intervention.


S110
The status of each major component of the monitoring system will be  monitored quantities and will be accessible to users.


S120
The monitoring system will auto-restart in the event of a crash


S130
The monitoring system will auto-start on reboot


S140
The monitoring  applications will require no scheduled operator intervention to maintain smooth operations.


S150
A complete User's Reference Manual must be provided
Expected

S160
A complete  Operator's / Administrator's Manual must be provided
Expected

S170
A scheme will be  in place to cope with the ever-expanding size of accumulated data. In this scheme historical data will be summarized and deleted from the database. 


VI. Security requirements

These requirements pertain to securing the access to the monitoring system and to guarantee the safety of the collected data. 

ID
Requirement
Priority

SE10
Data integrity/Authentication:  No way for ordinary users or ordinary monitoring situations to cause loss/corruption of collected data. 

This is achieved by using the PostgeSQL data base as backbone, which allows various ways to control the access level and authenticate a  user/client host. It's up to the data base administrator to properly configure the data base. 
Critical

SE20 
DOS protection - Degree of protection against accidental Denial-Of-Service "attacks."  That is, one misguided request by an ordinary user should not be able to bring the database to its knees.
Desired

SE30
 Priority Scheme - Is it required that certain monitoring and viewing functions take precedence over others?




   (We don't know if there should be such a scheme,




   but if there should, it needs to be a requirement.
Desired

