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I. Overview 

The purpose of the workshop was to bring together present and future neutrino experiments at Fermilab to share information on infrastructure and offline computing. The format was reports from experiments interleaved with overviews of specific topics by experts from the Computing Division. The agenda was divided into several important parts as follows: 1) Introduction and overview of Neutrino and Computing programs, 2) Presentations of the experiments describing their general computing needs, 3) Presentations from Computing Division service providers describing services, costs and lead times, and 4) Software descriptions and data processing procedures presented by each experiment.  
The workshop was held at Fermilab and occupied most of two days, March 12 and 13. There were approximately 50 participants, including representatives from the experiments and CD. The experiments represented were Minos, MiniBooNE, SciBooNE, MINERvA, NOvA, Argoneut, MicroBooNE, Mu to e, and Daya Bay (and a guest from DUSEL). The CD services represented included SAM, Networking, Mass storage, and Central disk storage, Experiment Facilities, Central Facilities, Grid and Databases. The full agenda and presentations are available at the following url: http://indico.fnal.gov/conferenceOtherViews.py?view=standard&confId=2414
II. Experimental Overview
Figure 1 lists the experiments with their approximate schedules.  The solid colors show proposed  running times while the shaded colors indicate analysis after the end of scheduled running.


Figure 1. Schedule of running and analysis phases for the Fermilab Neutrino experiments.
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The experiments divide into two major classes, those with photon readouts (MINOS, MiniBooNE, SciBooNE, MINERvA, NOvA, DUSEL H2O) and those with Liquid Argon readout (ArgoNeut, MicroBooNE, DUSEL LAr.  Event sizes for the PMT based experiments are in the 0.1-1 MByte range while those for the Liquid Argon experiments will be a factor of 100, or more, larger.
Data rates are largely driven by the beam cycle of 0.5-10 Hz or < 1% livetime.  For future very large experiments (NOvA? DUSEL) cosmic running and neutrino astronomy/proton decay will require that they run with 100% live-time.  This will greatly increase the data rates and storage and reconstruction needs.
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Most experiments have similar size, with 100-200 total collaborators, with 20-40 active developers and/or heavy users of computing facilities at any given time.  There is significant overlap between the various groups.
III. Significant Issues

During the course of the workshop many issues relative to computing and software were talked about and some of the most important ones are summarized here.  These are not shown in any particular order or priority. 

1. Many of the experiments are using Fermilab software tools which have unknown current or future support models from the CD, e.g. SoftRelTools, ups/upd. These or functionally equivalent alternatives are needed. The ups product provides the ability to set up specific environments for each experiment and migrate incrementally to new versions of configurations, an essential function on potentially shared resources.
2. At least one group said they were still using PAW and HBOOK. It was pointed out that this will become an issue as we move to 64 bit OS’s as ZEBRA will not work in that address space. 

3. The preferred DB technologies supported by CD include PostgreSQL and Oracle. Some groups are using MySQL and will need to review support plans and/or assistance migrating to one of the supported alternatives, if doing so seems appropriate. Oracle was discussed and it is understood that the licensing for use at Fermilab is not an issue. However, use of Oracle offsite is an issue due to the cost of licensing and support.  
4. It is understood that lead times for procuring and commissioning various hardware resources can be long and this needs to be planned appropriately with CD.  As an example, adding BlueArc disc storage has a lead time of ~ 4-6 weeks. Other examples needing lead times include adding worker nodes for the General Purpose Grid farm, dCache disk pools, Enstore tape purchases, networking and other infrastructure.  
Experiments also need to be informed of and trained in proper procedures for budgeting.  None of the experiments except MINOS has full time CD personnel assigned to perform these functions.
5. Generally, service levels for CD support are 9-5 x 5, but under special agreement some services can have extended service levels to 9-5 x 7, or 24/7. Requests for changes in service levels for short periods can be worked out if ample warning is given to the service provider team. 
6. The possibility of all the Neutrino groups sharing a set of machines administrated as a common analysis cluster was discussed and there are several issues related to this that need to be understood.  The experiments uniformly desire to have small scale batch queues on these systems for heterogeneous data analysis applications. It is not clear if/how CD will offer support for a batch system on such a cluster, although there is experience with Condor on the GRID services and in limited cases such as on FNALU and with PBS on the D0 user cluster. It is important to configure such a cluster in a way so the various groups do not infringe on each other. Having a way to easily set up each experiments specific environment is required. Also, it is probably best to assign particular resources to specific groups, either at the machine or virtual machine level. 
7. Support for desktop cluster machines was brought up and the CD rules and limitations of this need to be understood.   Such machines are generally administered by the users but with selected CD resources (AFS, pnfs, Blue-arc, grid, condor submission, NIS …).  Some experiments crossmount disks in the desktop cluster while most operate the machines independently with shared resources located in AFS/bluearc.)
8. Almost all experiments use or plan to use Enstore for data archiving. Small file archiving to Enstore tape is almost universally needed by the experiments. This would entail some form of concatenating and/or gzip’ing small data files together, storing them in the archive, but (possibly) still cataloging them in /pnfs space as individual files. If this is not done at the Enstore service level, some common tools shared by all groups will be useful. 
9. Several topics were reviewed with respect to the file data catalog. SAM is the obvious choice as it is well supported at Fermilab. The SAM file catalog employs an Oracle DB backend, and options for sharing resources among the groups could significantly reduce the administrative loads for managing the databases. The SAM team is exploring the best approaches for doing this within the SAM framework. The actual function of the SAM system has been limited in Minos to just the catalog, future Neutrino groups may chose to employ more of the file migration and tracking features as well. 
10. Sharing database resources in general is an important consideration. Are the Neutrino groups willing to share hardware and common downtimes for software upgrades and other maintenance? If so, a single server machine, and possibly one, or a small number of Oracle instances may be sufficient to meet the needs for all groups. Solutions for PostgreSQL or MySQL will have similar consideration in mind. 
11. The relative use of dCache vs. BlueArc storage was brought up, but not discussed in detail. Further work is needed to understand the use cases that employ for each type of storage. 

12. Software frameworks were reviewed and there are many employed. These include GAUDI (MINERvA, Daya Bay, DUSEL??), FMWK (NOvA, MicroBooNE), loon (MINOS), CMSFW (mu->e), RUNII (MiniBooNE, SciBooNE).  It was noted that sharing one common framework would be nice, but it is late in the game to consider moving in any particular direction. Support from CD will be limited to those frameworks with existing expertise in CD.  
13. It will be useful to have a common neutrino CVS repository in which shared code and scripts can be maintained. Possibly a copy of the GENIE code will be maintained there. 

14. Miscellaneous support areas: 1) Control Room Log book (CRL), 2) DocDB, 3) Central CD CVS repository, 4) Fermilab supported software packages including: ROOT, GEANT4, CLHEP, and other commonly used software utilities, 5) Helpdesk support for off-hours issue tracking.
15. There will be a need for various GRID tools like job submission and monitoring scripts. Sharing such utilities will be beneficial. 
16. Some experiments (MINERvA especially) make extensive use of CERN supported software.  Code management tools such as SVN and CMT, LCG utilities such as POOL, CORAL, COOL and the Gaudi framework.  Some of these packages are already in use at Fermilab (for example, ROOT is now housed in SVN and CMS uses a subset of the LCG utilities, including CORAL).  
IV. Computing Resource Growth Projections

Presentations were given by the experiments with estimates of their need for computing resources. The tables below show initial guesses for FY 2009 and FY 2010  in the areas of  1) Reconstruction + other CPU, 2) Analysis CPU, 3) BlueArc storage, 4) dCache space, 5) Enstore tape,  and 6) AFS space.  These numbers are extremely preliminary and are shown to indicate the areas of resource need, significant work is required to understand them in detail. Zero (0) in any cell actually means “not sure” as many of the groups are just beginning to develop their computing plans; it is probably an underestimate. Numbers for CPU are in units of computing core-years and translate directly into average batch slots on the compute farm. Peak usage periods may be higher.
We note that the running experiments, MINOS and MiniBooNE, have much larger figures for user analysis computing needs.  It is very likely that the other experiments are underestimating this need.
FY 2009 Resource Estimates (CPU units are core-years )
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FY 2010 Resource Estimates incremental to FY2009 (CPU units are core-years ) 
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VI. Committees, Meetings, Mail lists, Future Workshops
Several avenues for future coordination were proposed. First, a mailing list called “nucomp” will be established to facilitate communication among the experiments and CD representatives. Second, a working group, or steering committee, will be established that will meet monthly or bi-weekly to discuss import topics.  Third, future workshops will be planned to gain a broad view of progress or focus on specific topics.  In addition to these, several of the CD service providers have occasional meetings, for example the Grid Users’ Meeting, and appropriate Experiment representatives will attend these. 

The proposed steering committee will comprise representatives from the experiments and the Computing Division. Included will be one or two computing representatives from each Neutrino experiment, the CD liaison, and one or two additional members from CD familiar with a broad range of available support. In addition, based on the agenda for each meeting, experiment and CD experts will be invited to discuss specific topics.  Topics for the meeting will include collecting the requirements from each group, coordinating common services, preparing for collective hardware purchases, mitigating resource contention issues, monitoring resource usage trends and planning for future needs.   
Future workshops will be coordinated based on topics from the working group, and common software and computing issues. It is foreseen that the next workshop will be one year from now in March 2010. Possible topics might be data processing and analysis use cases, user feedback and operations experience. The steering committee will be responsible for establishing the agenda for such meetings, with input from their experiments and CD. 
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				Reco+other		Analysis		BlueArc (TB)		dCache (TB)		Enstore (TB)		AFS (GB)

		MINOS		400		600		50		20		50

		NOvA		0		0		10		0		0

		MINERvA		40		20		20		10		45		100

		MiniBooNE		100		100		40		0		0

		SciBooNE		0		0		0		0		0

		Argoneut		0		0		0		0		0

		MicroBooNE		0		0		2		0		0

		Mu->e		40		0		0		0		0

		Total		580		720		122		30		95
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				Reco+other		Analysis		BlueArc (TB)		dCache (TB)		Enstore (TB)		AFS (GB)

		MINOS		300		500		50		20		50

		NOvA		0		0		4		0		0

		MINERvA		15		10		10		10		20		100

		MiniBooNE		100		100		0		0		0

		SciBooNE		0		0		0		0		0

		Argoneut		0		0		20		0		12

		MicroBooNE		0		0		2		0		0

		Mu->e		10		0		2		0		0

		Total		425		610		88		30		82






