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Overview
Since 1991, the Computing Division has built and managed clusters of computing clusters (farms) used for offline event reconstruction processing and Monte Carlo simulations.  Usage history of these systems was obtained using locally developed software for collecting process information.   The information generated was simply a set of text based reports that summarized data by user and group.
Beginning in 2000, these text reports were imported into a database that was used for creating a suite of web-based reports and charts.  This method requires a great deal of manual intervention, and is difficult to maintain.  Predictably, this manually intensive process did not scale as the number of farm nodes increased.  To address this, the Computing Division began using the Gratia grid based accounting software.
Current Status
Following is a list by site of the number of nodes that recorded accounting data using Gratia in March 2009:


 


Scope Definition
The scope for the CD Accounting project has been defined as the following:
1. Accounting/Billing	
a. Who is using the resources?
b. How much are they using?
2. Capacity Planning	
a. What is available?
b. Projections (trending analysis etc…)


I. Accounting/Billing
Accounting and billing requirements essentially answer the question of who was using resources and how much they used.   Flexibility must be allowed for the granularity at which to account for system usage, for examples one group may be interested to obtain data based on CPU usage, another based on the amount of some service supplied, and yet another may which to obtain information based on the number of batch jobs being sent through the sytem. 

II Capacity Planning
Capacity planning refers to tools used to investigate the efficiency in which the current system is being used, as well as trending to allow for a basis for projecting future usage of the particular systems.  


Requirements Gathering Methodology
In January 2008, a series of interviews were conducted to gather requirements for the CD Process Accounting project.  If the requirements gathered during this process fall within the defined scope, they are included.   There are a few requirements added based on recent discussions with Vicky White and Philippe Canal, but the vast majority are requirements stated by the user community last year.  The process of determining the final set of requirements was to apply the scope definition of the project to the stated requirements of last year.  In large part, the requirements in this document are a subset of those gathered last year.
The requirements obtained last year were published in a document entitled “Gratia – Process Accounting Requirements – Draft”.  For clarity, this will be referred to as simply the “draft”.  
The list of stated requirements in the draft published last year was combined with information recently gathered in discussions with key Computing Division, and decided what fell into the newly defined scope above.  Since the scope has narrowed since the publication of the draft, the resulting set of requirements is smaller.   
While working through the draft, it became clear that simply lifting a stated requirement and simply throwing out those that did not fall within the defined scope was not satisfactory.  The draft requirements were gathered from many different sources, the main goal being to get the actual thoughts of the user community published for further discussion.  While the list was perfect for such a task, it did not lend itself well to building a requirement document.  Items contradicted at times, some were not specific enough and others were far too specific.  In addition, some cohesion needed to be applied to tie these wishes into a document suitable for the progression of the project.   
Great care was taken to understand the meaning and intent of each item to insure that the resulting requirements encapsulated these thoughts.   The goal is to produce a set of requirements that can be built on that meet the needs of the user community.  Each statement listed in the draft that fits the new scope should find a requirement that would apply.

Use Cases
Accounting
1. Resource owner produces usage report for a user organization
2. Resource owner produces usage report for a funding agency
3. User requests individual or group usage summary report

Capacity Planning
1. Resource owner produces resource utilization/capacity report on
a. capacity utilization measurement
b. trend analysis

Miscellaneous
1. Accuracy of summary data and summary calculations need to be verified
2. Summary data needs to be recalculated due to an error found in raw data or calculation algorithms
3. Summary data needs to be reprocessed to reflect an organizational change occurred in (not so distant) past
4. Machine is moved from cluster A to cluster B, the system will now recognize that the asset is part of a new cluster and report accordingly.

Definitions
· Probe: A software agent responsible for collecting data and reporting it in a manner that can be processed by the accounting system.   

· Raw data: Information sent from a probe to the accounting system.

Requirements

I. Raw Data 
· Must be able to collect data based on system process information: 
· Raw system level process data – information collected from pacct such as real and user CPU, memory usage, and real time data.   Non pacct information such as I/O usage and network usage would also be useful.

· Must allow for the definition of abstract service level metrics.  Traditional accounting was based on CPU usage or batch job slots used and must be expanded.  Some examples:
· Number of physics events processed
· Number of conferences/meetings created on an Indico server.
· Number of emails processed through a mail server.
· Number of hits on a webserver

· Type of processors and ability to assign a numeric rating (i.e. SpecINT2000K)  This allows the ability to “charge” a different rate depending on the amount CPU cycles. (Must allow data to be collected and stored in different units over time, e.g. SpecINT2000, 2006, MIPS, etc.)

· Raw data collected and aggregated with a minimum of a one day granularity level. 

· There is no requirement to provide direct access to raw data or generate any reports from raw data.

· Must provide an interface to allow importing accounting data from other sources such as other accounting systems, batch systems, etc…  

· Must retain hardware definition history data to allow for renormalization of historical data (see renormalization point under “Reporting”)

· The accounting system will allow for the determination of assets by auto discovery.  The data collection system is sufficient to determine the inventory of assets, however the system should not preclude other sources of data to 
· Receiving a message from a probe running on a new asset that has not been heard from before (new asset).
· Not hearing from any probes on a known asset for some period of time (asset gone).



· The accounting system will allow for the determination of assets by a published interface:
· Allows for manual additions and removals of assets
· Allows for the development of a method to import data from an external asset management database.

 II. Summary Data
· Summary data is aggregated at minimal granularity of one week.

· Must provide ability to aggregate raw data and relate it to a user and/or group

· Must provide ability to aggregate information and relate it to a set of hosts – i.e. the ability to define a cluster of one or more hosts.

· Data must be verifiable(auditing)
· There must be a way to prove accuracy of summary calculations based on raw data collected over past 30 days

· There must be a way to back-apply changes in data or algorithms. This ability is limited to most recent 30 days.

·  Data retention policy that allows for the ability to retain coarser grained data for longer periods of time.  
· For example, keeping 6 months of weekly data, 24 months of monthly data, and so on.

· System must have the ability to import or calculate summary data from data collected by other systems in the past. Such data must be converted to suitable format before importing.


III. Reporting

· Common reports must be provided by the system in “canned” way with some ability of customization. Examples of canned reports are:
· Reports on % capacity used:  Units for capacity could be from the pacct info (CPU etc..) or from generalized user defined units (number of emails processed, number of physics events etc…).  Definition of capacity is outside the scope, this information must be provided.
· Summary reports on user/groups, clusters

· Ability to export reports into commonly used formats such as xml, csv, etc…

· Some ability to create report formats “on the fly”.  To support this functionality, the system will provide a minimal but sufficient description of the database schema (e.g. a list of columns).  Examples of “on the fly” reports included at a minimum:
· Ability to select fields to display
· Ability to define a field to sort on.

· Reports to facilitate trending analysis must be provided.   Functionality must exist for projections and trending.

· Must be able to renormalize data base on new measurement units.  For example, the ability to convert SPECint2000 numbers to something else.  In order to accomplish this, historical hardware definition data must be maintained.

· Must provide easy access to display the capacity of the system as defined by the accounting system.  

· Summary data will be aggregated over clusters, not individual computers. A cluster still may consist of a single computer. Cluster definitions may be nested with the ability to drill down cluster views.

IV. Interface to Data

· SQL level access to summary data.

· Ability to export summary data to common formats (xml, csv, etc…)

· Authorization policy that allows for varying levels of access to data.

V. Performance/Maintainability
· Accounting system must not use > 5% of system resources (CPU, memory, disk space)

· Data owners should have an interface to allow for changes in resource definition

· Client software that is designed for installation on all worker nodes should be encapsulated in design, have an automated updating system, with the capacity to preserve local configuration files across updates, and have a mechanism to notify system administrators if incorrectly configured.
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System Count

FNAL_DZEROOSG_1 401

FNAL_DZEROOSG_2 814

FNAL_CDFOSG_1 363

FNAL_CDFOSG_2 321

FNAL_CDFOSG_3 215

FNAL_CDFOSG_TEST 3

Generic Site 4

FNAL_RF_SIMUL 1

FNAL_GPFARM_TEST 1

FNAL_GPFARM 214

USSCMS-FNAL-LPC 262

USCDM-FNAL-WC1-CE 803

Grand Total 3402
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		System		Count

		FNAL_DZEROOSG_1		401

		FNAL_DZEROOSG_2		814

		FNAL_CDFOSG_1		363

		FNAL_CDFOSG_2		321

		FNAL_CDFOSG_3		215

		FNAL_CDFOSG_TEST		3

		Generic Site		4

		FNAL_RF_SIMUL		1

		FNAL_GPFARM_TEST		1

		FNAL_GPFARM		214

		USSCMS-FNAL-LPC		262

		USCDM-FNAL-WC1-CE		803

		Grand Total		3402






