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Relevant Strategic Plans - Strategic Plan for Enterprise and Collaborative Systems Information 

Goals –
· Provide robust, stable and secure Computing Division business applications.
· Provide the Computing Division and the Laboratory with automated procedures to reduce paperwork and increase functionality through automated workflow.
· Mesh next-generation solutions with existing enterprise applications.
· Develop and support administrative applications that support the scientific community.
· Develop and support tools for LAN monitoring and management and computer security.
· Develop network applications that support DOE mandated use of external blocking lists.
· Apply AGILE methodology to new development efforts.


Strategy - 
· In cooperation with other groups and departments of the Computing Division, participate in development and support applications needed to improve the efficiency of the Division while avoiding duplication of functionality provided by other parts of the Laboratory.
· Identify business process bottlenecks and apply focused effort to eliminate them. 
· Continue to implement ITIL practices in our project lifecycle.
· Incorporate Agile development and test driven development (TDT) with new applications to improve quality of software and reduce production errors.


FY09 Accomplishments
1. Improved technology base
a. Introduced SharePoint SharePoint as an information exchange framework.   
b. Utilized Django for development of web applications
2. Provided support for labwide business processes.
a. Assisted in the effort to transition to ITIL and ISO 20000 standards by requiring all projects to follow ITIL practices. 
b. Supported ESH database applications
c. Supported MISCOMP infrastructure database applications.


3. Provided support and development for Indico, adding feature enhancements that matched laboratory needs.
4. Implemented effort reporting conversion with FTL
5. Provided support for CD’s existing infrastructure database applications.ilot deployment of exchange.  Working with consultants to assess user requirements for next generation Enterprise Email deployment. (Expected 9/2009)
6. Improved the efficiency of the Computing Division’s internal business processes.
7. Group leaders completed ITIL training.


Not Accomplished in FY09
1. Replacement of AlphaFlow with other application.	
2. Providing support for labwide business processes
a. Automate account management
b. Participate and facilitate development and support of workflow applications such as eTravel, new Hire, etc…
3. Providing support for laboratory’s scientific activities
a. Search for alternative document/content management system
4. Develop new applications and integrate existing applications with Microsoft SharePoint platform
a. New applications using the SharePoint framework not developed
b. No design/development of Lab Intranet Portal, project and personal pages.
5. Project leaders not all trained in ITIL.


Objectives for FY10 
1. Provide support for lab wide business processes
a. MISER 
b. MISCOMP 
c. Budget Input for FY2010
i. Database
ii. Services
2. Develop authentication plugin for Indico to use Fermi based account management system.
3. Develop automated test suites for applications where feasible.
4. Provide services for monitoring and management of Fermilab network that facilitates computer security group.
5. Certify all project leaders in ITIL.









Activities and Work Definition

Activity = ECS/Computing Infrastructure/CD Business Applications/Budget Input Applications srv
· Activity type: Service
· Description: FY2010 Budget
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/CD Accounting prj
· Activity type: Project
· Description: Expand Gratia to include CD specific requests
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/Effort Reporting srv
· Activity type: Service
· Description: Support of effort reporting system
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/Indico srv
· Activity type: Service
· Description: Consulting and support of Indico code
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/Indico Development prj
· Activity type: Project
· Description: Development of authentication module and CERN collaboration
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/Leave Request srv
· Activity type: Service
· Description: Support of Leave Request System
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/MISER srv
· Activity type: Service
· Description: MISER support
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/General Plone srv
· Activity type: Service
· Description: Plone support
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/CD Business Applications/Workflow srv
· Activity type: Service
· Description: Support of Alpha Workflow
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Modernizing Infrastructure Apps prj
· Activity type: Project
· Description: Reengineering infrastructure apps(MISWEB etc..)
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Automated Test Suite Development prj
· Activity type: Service
· Description: Develop test suites.
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Data Warehouse Implemention prj
· Activity type: Project
· Description: Implemention of data warehouse
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Data Warehouse Tools prj
· Activity type: Service
· Description: Support of tools for data warehouse
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Gratia Reporting (BERT) srv
· Activity type: Service
· Description: Support of BERT based Gratia reports
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/MISCOMP srv
· Activity type: Service
· Description: Support of MISCOMP applications
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/MISCOMP prj
· Activity type: Project
· Description: Replace App Server
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Network Programming Applications prj
· Activity type: Service
· Description: Development of software to support new network appliances
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/NIMI srv
· Activity type: Service
· Description: Support of daily NIMI app
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/NIMI Development prj
· Activity type: Project
· Description: New development for NIMI
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Consulting srv
· Activity type: Service
· Description: General consulting for legacy applications
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Computing Infrastructure Applications/Harvest Code Management System  srv
· Activity type: Service
· Description: Support of the Allfusion Harvest Product
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Department and Group Operations/Computing Infrastructure Group Management srv
· Activity type: Service
· Description: Group Operational Activities
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD

Activity = ECS/Computing Infrastructure/Department and Group Operations/Computing Infrastructure Staff Development srv
· Activity type: Service
· Description: Staff Training
· Timescale: TBD
· Milestones: TBD
· Metrics: TBD



Priorities:
· Upgrade of Oracle Application Server for ?????
· Current OS is out of date and does not allow for the installation of  python2.4 causing a myriad of problems including forcing us to install some software (effort reporting) on other machines.  The goal is to upgrade appora and appora-dev and move the effort reporting application to the new upgraded machine, as well as allowing for development of newer applications that rely on python 2.4.
· Modernizing Infrastructure Databases Applications and Support will require work to support consolidating and improving quality of infrastructure data.  Example  include making DNS authoritative source of network information.   TuneIT up has uncovered many anomalies with the data currently stored that must be addressed.
· Implementation of an event based exception system. 
· The lack of an exemption based workflow that sits besides NIMI forces new detectors to implement white/black lists.  
· Implementation of interface to control IP blocking at the edge routers.  This will facilitate the implementation of the DOE mandated requirement to use the Federated list of suspect IP’s compiled at Argonne National Labs to block IP’s at the edge routers.

Staffing Issues:  Neither expertise or time is available to work on Gratia extensions to support CD Accounting requirements if staffing is not increased.
Risk Assessment:
· Inability to upgrade Oracle application servers will greatly limit our ability run mission critical, and to do develop new applications with current technologies.
· Inability to implement event based exceptions make creating exceptions impossible to manage, and leave it up to the individual detector developers.  This opens the possibility of handling this incorrectly and allowing systems with serious security issues on the network.
· Failure to implement a system to manage the Federated List supplied by ANL will greatly impair Fermilab’s ability to comply with the DOE mandated requirement to use this data for edge router blocking.
· Mission critical applications (MISCOMP, EquipDB, Budget, Indico etc..) are core services used by the entire computing division, and failure to maintain and support these systems will make it impossible to conduct business as needed in the Computing Division.
· Failure to rework MISNET would not allow CD to support the ability for the DNS servers to push known network information, causing everything that relies on this to be accurate to fail.
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