IT Service Continuity Plan – Desktop Services

[bookmark: _GoBack]Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area:  Desktop Services
Service Offerings:  Managed Service Personnel, Configuration Management, Loaner Pool, Patching	
Service Areas that depend on this service:  None
Recovery Objectives
Recovery Time Objective (RTO) <72 hours
RTO is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) N/A
RPO is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Facilities Engineering Services
	Fermilab buildings/grounds.
	
	

	Dell Managed Service Management
	Management
	
	

	Fermilab Management
	Management
	
	

	Desktop Engineering
	Management 
	
	

	
	
	
	





Recovery Strategy
Engage providers to implement a work around and to isolate the issue.  
Strategy for initial recovery
· Relocate Desktop personnel to an acceptable location to perform work remotely.
· Work with managed service provider to reassign/get more staff as necessary.

Overall recovery strategy
Operate Desktop support remotely or in a degraded state.  Take corrective action so that normal operations can resume.
Recovery Scenarios
Wilson Hall not available
· Contact managed service site manager.
· Work to relocate agents to an FCC conference room.
· Obtain loaner laptops located in the Service Desk area.
· Perform work remotely via established use of Bomgar.
Fermilab Campus not available
· Contact managed service site manager.
· Relocate technicians to work from home.
· Use on-call laptop to operate in a severely degraded state.
· OS Baseline configuration will allow laptop systems to contact 3rd party vendor (Symantec, Sophos, Microsoft, Apple) for anti-virus signatures and patches. 
· Replacement or temporary laptops can be purchased based on standards on vendor sites and desktop technicians can configure systems using back-up Fermi-image media (cd, thumb drive).
· Inability to contact Fermi domain for new configurations will force systems to be configured stand alone. Machines will be joined to domain when connection is available
Fermilab FCC2, 3 DataCenters not available
· OS Baseline configuration will allow laptop systems to contact 3rd party vendor (Symantec, Sophos, Microsoft, Apple) for anti-virus signatures and patches. 
· Systems can be staged/configured using back-up Fermi-image media (cd, thumb drive).
Desktop Support technicians not available
· Work with managed service site manager to reassign or obtain additional resources.
· Managed Service provider will take necessary steps to ensure enough staffing to meet commitments.

Return to Operations
After restoration, Desktop support will be able to operate all contact channels with enough staffing to meet commitments.
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