Business Case for Deployment of a 2nd MAN Hub

I.
Problem Space
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The Strategic Plan for Wide Area Networking includes a core strategic principle to maximize the reliability of network infrastructure through equipment redundancy and geographical dispersion.   The Laboratory’s off-site network access is now supported on two diverse fiber cable paths.  Each path relies on a different set of routers and switches.  The one exception to full redundancy for off-site network access is the Ciena optical network multiplexer on FCC2E that serves as the Laboratory’s hub on the Chicago area MAN.  All off-site data channels are supported within this hub.  Figure 1 depicts the current configuration of the Laboratory’s off-site network infrastructure.  Catastrophic or even major failure of the hub is considered a very low probability event.  However, recovery from such a failure has a high likelihood of being both difficult and lengthy, potentially requiring shipment of replacement equipment and arranging for an installation crew from the vendor to rebuild the hub.  It’s worth noting that the failure wouldn’t necessarily need to involve extensive physical damage.   Recovery from a software or firmware failure could also result in the need to bring in an installation crew.  Outage time almost certainly would run into days, and potentially into weeks.  
II.
Proposed Project
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The Fermilab Chicago MAN hub consists of a central chassis, referred to as the On-Line Metro (OLM), and two smaller satellite chassis, referred to as 4200s, that support the individual 10GE transponder modules. One 4200 chassis supports the four 10GE channels that run down to StarLight.  This is referred to as the East leg of the MAN.  The other chassis supports three 10GE channels that run in the other (West) direction on the MAN ring.  Two of those channels go down to the Level3 PoP in Chicago, while the third one supports a private 10GE channel to ANL.  As previously noted, the OLM chassis and the two 4200 chassis are all located over in FCC2E.  The proposed modification would logically split the OLM hub into two hubs, with the existing hub supporting the East-bound MAN channels and the “new” hub supporting the West-bound channels.  See figure 2.  The “new” OLM hub would be deployed in a different geographical location (tbd).  The 4200 supporting the East-bound MAN channels would remain in its current location, connected to the existing OLM hub.  The 4200 supporting the West-bound channels would be redeployed to home to the new OLM hub.  Some band and channel filters in the existing OLM hub would be moved over to the new OLM hub to support the West-bound channels.
The end result will be two independent hubs, one for eastbound MAN channels and the other for the westbound channels.  With the recent deployment of two ESnet MAN switches at FNAL, one for the West-bond leg of the MAN and the other for the East-bound leg, complete network equipment and fiber path diversity now becomes feasible.  In the event of a prolonged outage of either of the two hubs, the second hub would transparently support the Laboratory’s off-site network traffic with multiple 10Gb/s channels.  While some reduction in overall available off-site bandwidth would obviously occur, the Laboratory would be able to conduct its off-site network business with only minimal to modest impact from the outage.
III.
Business Benefits

The following benefits would result from the split hub deployment:

-  Reduced risk to catastrophic network outage.  While the failure of a MAN hub is a low probability event, the consequences would be extremely high for the Laboratory and for the US-CMS collaboration in particular.  This upgrade reduces the probability of such a catastrophic network to near zero.  

-  Less disruptive and less risky maintenance on hub.  Firmware upgrades are a necessary fact of life.  The new configuration will provide more flexible options for upgrading MAN hubs, and lessen the disruption to Laboratory operations involving off-site network access.  
-  Compatibility with long term strategy within the ESnet community toward fully redundant connectivity.  It is the Laboratory’s best interests to remain consistent with long-term DOS/SC strategic directions in networking
-  Keeps the Laboratory at forefront of ESnet connectivity.  The upgrade establishes an off-site network infrastructure diversity that creates opportunities to land network research project grants, such as a 100GE network test bed.  Having dual MAN hubs allows deployment of advanced network technology on one of the hubs, while the other can remain production-quality stable. 
IV.
Risks

The following risks exist with the split hub deployment:

-  The cutover from a single hub to two would be disruptive, with some non-zero probability that a serious problem could occur as a consequence of the upgrade activities.  This risk is somewhat mitigated by the fact that the disruption to the East-bound MAN channels would be minimal, largely consisting of removal of several band & channel filters from the existing OLM hub.  Little or no disruption in network access over these channels is anticipated.

-  The new MAN topology is more complex than the existing one.  There will be a (very) small increase in MAN operational support effort, due to the second hub.  Technology upgrades may be more complicated. 

V.
Dependencies/Constraints

The following dependencies and constraints in splitting the FNAL MAN hub are noted:

-  The Chicago MAN is joint effort with ANL, both in terms of design, deployment, and operational support.  Both Laboratories are proceeding with the dual MAN hub architecture.  There is a strong desire to coordinate the FNAL MAN hub split with the ANL MAN hub split.  Less overall disruption to both sites will result.
-  An extended outage of the FNAL MAN hub would impact ANL’s off-site connectivity as well. 

-  The impact on LHC/CMS operations will be minimized if the upgrade takes place before the restart of the LHC.
VI.
Alternatives Considered
The following alternatives were considered, and rejected:

-  Do nothing, just keep the single MAN hub.  This option was rejected as indefinitely sustaining an unacceptable risk, being inconsistent with our long term strategic direction for deploying full off-site redundancy, and not keeping the Laboratory at the leading edge of DOE/SC network infrastructure.

-  Delay deployment until a later time.  The current contingency plan makes this option unattractive.  The plan would entail falling back on a 10GE connection to a network switch at ANL.  This would be disruptive, require a large amount of coordination with ANL, and still result in a shared 10GE connection with ANL.  It also would use optic transceivers significantly out of spec with the distance involved, and demonstrated to have very marginal RX signals on both ends.   The performance characteristics under this configuration are dubious.
- Upgrade the contingency plan optic transceivers to a more powerful version, with a longer distance reach.  The cost of these optic transceivers (~$10k/each) is sufficiently high that it makes little sense to spend that level of money on a Band-Aid type of solution.
VII.
Estimated Cost

Upgrade cost for the dual-hub system is estimated at $62K.  Funding for this project was allocated, and is available in the FY.
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