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Relevant Strategic Plans - Strategic Plan for Network and Virtual Services
Virtual Services Goal 
· Provide centrally managed virtualization services to support the Laboratory’s scientific and business needs.
· Provide a virtual infrastructure which utilizes tools and processes to rapidly provision virtual machines and applications.
· Provide detailed performance, capacity, utilization, and availability reports for the virtual infrastructure.
Executive Summary of Objectives for FY11

Maintenance/Compliance Drivers
1. Migrate TD virtual infrastructure to general VM cluster.
2. Provide troubleshooting/diagnostic support as needed.
3. Keep current with the latest patches for virtual infrastructure.
4. Provide metrics and other data to concerned parties.
5. Convert 20-30 physical machines to VM’s.
Upgrades and Enhancement Drivers
1. Perform upgrades of virtual infrastructure to ensure a supported environment.
2. Enhance provisioning process to provide quicker VM deployments.
3. Increase use of vCenter API to write custom tools.
Strategic Drivers
1. Investigate additional virtualization technologies.
2. Investigate DR and Cloud options for VM’s.
Discretionary Project Drivers
1. Investigate the use of new open-source and vendor-supported monitoring tools.
2. Investigate methods of importing virtual machine request form data into Remedy. 
Activities and Work Definition
Activity = Virtual Platforms/Virtual Services/General Support
· Activity type:
Service
· Description:
General Support and Maintenance of Virtual Infrastructure
· Timescale:
Continuous
· Metrics:
Service request  times (per SLA or OLA)
Activity = Virtual Platforms/Virtual Services/ Infrastructure Upgrades
· Activity type:
Project
· Description:
Infrastructure Upgrade
· Timescale:
Est. Start:  JAN, ‘11;  Est. Complete:  MAR,’11
· Milestones:
Insert rows as necessary…
	Milestone
	Target Completion

	Install new virtual host server 1/3
	MAR ‘11

	Install new virtual host server 2/3
	MAR ‘11

	Install new virtual host server 3/3
	MAR ‘11

	Compellent Storage Array #3 integration
	MAY ‘11


Detailed Tactical Plan Objectives and Priorities
Maintenance and Compliance Drivers
Objectives:

1.  A significant challenge for the Virtual Services group will be to migrate the TD virtual infrastructure into the general cluster that is being built in FCC. This will lead to more efficient management by combining the two virtual infrastructures.  
2. Virtual Services will provide troubleshooting support to users of the virtual infrastructure as needed.  Diagnostic tools and reports will be used when necessary.
3. In order to ensure the most up to date security and functionality patches have been applied to the virtual infrastructure, patches/updates will be deployed on a regular (monthly or bi-monthly) basis.
4. Metrics and other informational data will be provided to customers and/or users of the virtual infrastructure.  Information needed to support SLA’s and OLA’s will also be available upon request.
5. Based on current requests, it expected that Virtual Services will assist with the migration of 20-30 physical machines to virtual machines with minimal downtime.  Documentation and technical assistance will be provided as needed. Some machines may need to have a new MAC address and IP address assigned as well as other changes required to work optimally as a virtual machine.

Assumptions and Risks   
1. Since TD has all servers and desktops in the same building, it is thought that this project cannot move forward until a redundant link is established between ICB and FCC.  It is also thought that a 10GE link is necessary to ensure sufficient bandwidth between sites. It is possible that without both of these upgrades in place, we will not be able to migrate the virtual infrastructure.  Another issue that has to be worked out is storage.  TD has purchased 32TB of storage that is sitting in FCC waiting to be connected.  If this storage cannot be connected, at least some of the servers cannot be migrated. 

2. Not moving the TD virtual infrastructure to FCC will lead to a more complex environment to manage. 
3. Inadequate funding for storage will result in delays in migrating physical machines to virtual machines.  
4. Insufficient effort or funding new host servers will result in delays in expanding the virtual infrastructure to support additional virtual machines.
5. Insufficient power/cooling resources may also lead to delays.

6. Insufficient effort from system administrators will slow physical to virtual machine migrations. 

Upgrades and Enhancement Drivers
Objectives:

1. Perform upgrades of virtual infrastructure to ensure a supported environment.  This includes minor upgrades to hardware and software to achieve additional redundancy and performance.  Some of these upgrades will be done in conjunction with other NVS groups.

2. Enhance provisioning process to provide quicker VM deployments.  By using templates and clones, new virtual machine creation can happen in 15-20 minutes.  A new VM with recent patches and base applications can greatly reduce the overall deployment time of a new machine.
3. In order to benefit from the additional features provided by the latest version of VMware vCenter, Virtual Services will make use of the vCenter API by using custom scripts and/or vendor-supported utilities.  One example might be the use of the storage API’s to backup a VM.
Assumptions and Risks:
1. A lack of effort (or staffing levels) could lead to an unsupported or unstable environment if patches and upgrades are not performed in a timely manner.  
2. Patches and upgrades will be performed using built-in tools (i.e. VMware Update Manager).

3. Sufficient effort and coordination with system administrators is required to build virtual machine templates. 

4. It is assumed that Virtual Services will have access to the Remedy API, or similar interface, to programmatically submit tickets relating to virtual machine creation and activity.
Strategic Drivers
Objectives:

1. Investigate and test additional virtualization technologies, such as a general-purpose virtual desktop infrastructure, VM lifecycle management package, and fault tolerant/redundant solutions for the virtual infrastructure.  Expanding the VDI (virtual desktop infrastructure) capabilities could lead to a significant reduction in deployment times, as well as guarantee a more uniform desktop build.  If you add virtual application capabilities into a virtual desktop, you gain even greater flexibility and time savings.  Lifecycle management is also something that needs a serious look as we attempt to develop a cost model for VM’s. Building additional redundancy into the infrastructure will be looked at in detail, so that we can withstand server room or building outages and still keep critical systems online.
2. Virtual Services is starting off as a primarily as service provider of VM’s running on hardware located at Fermilab.  In the future, it will make sense to explore DR options and offerings in the Cloud.  As Cloud offerings mature, it might be possible to easily move existing virtual machines from onsite to resources in the Cloud, making it a great option in the event that sufficient local resources are not available.  We may also find a cost savings by hosting some machines offsite.  Having the ability to move VM’s in this way could allow us to maintain a smaller, more efficient footprint internally.
Assumptions and Risks:
1. The first target of a virtual desktop infrastructure would be training machines, consultant/temp worker machines, test machines, and temporary replacements. This assumes that the CSI Department supports an expansion of the current VDI and that the VDI infrastructure can move to FCC.
2. It is assumed that additional networking and storage will be available in FY11 to allow for path diversity and additional bandwidth. 
3. Cloud service providers will continue to mature in their offerings.
4. Replication and other technologies are available to allow for a VM to be recovered in a timely manner at a remote site. 
5. If we do not investigate new technologies we run the risk of not keeping up with demands or not fully utilizing existing resources. We also run the risk of VM sprawl by not managing the lifecycle of virtual machines.
Discretionary Projects Drivers
Objectives:

1. Investigate open-source and vendor-supported tools for monitoring and diagnostic purposes.  There are many new tools being released that can pull very detailed information from the virtual environment.  One example might be vOptimizer WasteFinder from Vizioncore.  This free utility reports on over allocated virtual storage.
2. Investigate methods of importing virtual machine request data into Remedy.  Virtual Services plans to investigate options to export data from virtual machine request forms to BMC Remedy, either through custom scripts or vendor-supported software.  One example of vendor-supported software is VMware Lifecycle Manager. This is costly, so a future budget request may need to include this type of software.
Assumptions and Risks:
1. It is expected that Virtual Services will enter into SLA’s and OLA’s prior to FY11. In doing so, we expect to track and report on certain metrics to prove these agreements are being met.  We will need to implement additional tools to simplify the way we acquire and aggregate this data.
2. If we do not carefully monitor key metrics, we could find ourselves either wasting or oversubscribing in certain areas.
3. It is assumed that Remedy has an available API for the Virtual Services vCenter cluster.  We may also need access to someone with at least some knowledge developing applications that tie in with Remedy.
Staffing Issues:  
In order to meet all of the objectives for FY11, Virtual Services should be staffed at a minimum of 3 FTE’s.  This does not account for new projects or other activities that are under consideration for a move into the virtual infrastructure.  Migrating physical machines into the environment is going to be a fairly significant activity for Virtual Services, especially while the procedures are being fine-tuned.  Virtual Services does not expect to use professional services for FY11.
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