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Summary of Incident
On Thursday morning, July 15, 2010 the BlueArc administrators performed a data migration of several Fermi grid areas to the newly purchased FermiGrid disks on the BlueArc Storage servers.  The identified areas to be migrated were: 
· blue2.fnal.gov:/fermigrid-login
· blue2.fnal.gov:/gpfarm-home
· blue2.fnal.gov:/fermigrid-products
· blue2.fnal.gov:/fermigrid-state
· blue2.fnal.gov:/gpfarm-stage
· blue2.fnal.gov:/fermigrid-fermiapp
· blue2.fnal.gov:/fermigrid-app
· blue2.fnal.gov:/fermigrid-home
· fgnas0.fnal.gov:/fermigrid-home

After the migration, the areas migrated would be “known as” and exported by their same names except areas “blue2.fnal.gov:/fermigrid-home” and “fgnas0.fnal.gov:/fermigrid-home”.  As part of the migration, it was agreed by both the BlueArc administrators and FermiGrid administrators that the following areas names would change: 
· “blue2.fnal.gov:/fermigrid-home” would be renamed  "blue2.fnal.gov:/fermigrid-home-old” 
· “fgnas0.fnal.gov:/fermigrid-home” would be renamed  “blue2.fnal.gov:/fermigrid-home”
The data was migrated from the source (old disks) to the destination (new disks) on the BlueArc.  As part of the migration the final step included disabling all access to the old areas, including access to area fgnas0.fnal.gov:/fermigrid-home.   As a consequence of this action, Grid jobs on the CDF, D0, and GP Grid clusters that continued to try accessing “fgnas0.fnal.gov:/fermigrid-home” wound up with stale NFS file handles.  “A file handle becomes stale whenever the file or directory referenced by the handle is removed by another host, while your client still holds an active reference to the object.” (Managing NFS and NIS, 2nd Edition) 

On the CDF Grid Cluster, this affected all running jobs.  On the D0 Grid cluster, this only affected 77 dzeropro jobs.  The stale file handle prevented any new jobs from starting while the jobs with the stale file handle were executing on a worker node.  

This situation was noted immediately by FermiGrid Operations staff which undertook a series of actions.  The corrective actions taken resulted with the D0 Grid cluster and GP Grid cluster returning to full production mode by early Thursday evening.  By Saturday morning the CDF Grid cluster was operating at 90% production mode and returned to full production mode by early Saturday evening.

List of related Incident tickets:
· INC000000045584
Background Concepts
The following points are useful in understanding the nature and impact of this problem:  N/A

Timeline
This is a partial timeline for the service disruption and restoration.
Thursday, July 15th
~06:50   all access fgnas0.fnal.gov:/fermigrid-home disabled.
~08:30   Access fgnas0.fnal.gov:/fermigrid-home enabled (or re-enabled).
~12:00   Work resumed on GP Grid cluster.    
~16:20   all stale file handles on the D0 Grid cluster were cleared.
Saturday, July 17th
~16:00   all stale file handles on the CDF Grid cluster were cleared.

Analysis

Direct Cause
The direct cause of the problem is that access to area fgnas0:/fermigrid-home was disabled and there were still processes/jobs running that needed access to that area.  There were also processes/jobs that were being submitted/started that were going to need access to that area.  Not having access to fgnas0.fnal.gov:/fermigrid-home caused the jobs to go into the stale NFS file handle state.
Contributing Factors
The experts working this migration met and talked about the proposed migration, but once the migration was agreed to, it appears all further communication was done via email which left too much opportunity for the two parties to misinterpret each other’s wordings.  
·   From Storage Network Services                                                                                      *** ATTENTION ***
   After migration is complete,
   clients will access this volume as:
   blue2.fnal.gov:/fermigrid-home
· From FermiGrid Services                                                                                               We will have to cut the CDF and D0 Grid clusters over after that time, but that would only involve fgnas0:/fermigrid-home and we would do that like we did it last time, by moving the real directories out of the way and making symlinks to the directories on the new volume.
At no point in the email correspondences is it clearly or explicitly stated that the access to fgnas0.fnal.gov:/fermigrid-home will be disabled after the migration.  At no point is there a specific request that access to fgnas0.fnal.gov:/fermigrid-home not be disabled or left enabled for a period of time.
Root Cause
The Root Cause of the problem turned out to be miscommunication.  Both parties involved with this data migration believed they understood what was to happen as this migration went forward toward completion.  Storage Network Services believed FermiGrid Services understood that as the final step in the migration access to old “fgnas0.fnal.gov:/fermigrid-home” would be disabled and FermiGrid Service believed Storage Network Services understood that access to “fgnas0.fnal.gov:/fermigrid-home” needed to stay open for a period of time after the migration.
Observations & Comments
I believe that both parties learned from this experience and will be more clear in future communication in data migrations.  
Recommendations
Based on the Problem investigation and root cause analysis for this service disruption, the following recommendation is made for preventing future confusion in the area data migrations.  When data migrations take place and access to any designated data area(s) is being disabled it should be explicitly stated/announced, with the target date and time, to all known customers (or persons representing the customers) of the selected data area(s).   Customers of said areas should be required to acknowledge the “Disable statement” and confirm and identify the necessary procedures and/or actions which will be put in place to address any access issues that arise from said course of action.
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