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Background

= Large-scale research efforts such as LHC experiments,
are built upon large, globally distributed collaborations.

o Depend on predictable and efficient bulk data movement between
collaboration sites.

= Data centers comprising hundreds to thousands of nodes
are utilized as massively scaled, highly distributed cluster
computing platforms.

= Existing transport protocols such as TCP do not work well
In long fat pipes (LFPSs).

= Parallel data transmission tools such as GridFTP have
been widely applied to bulk data movements.
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Issues

= What is the current status of bulk data movement in
support of Large-scale Scientific Collaborations?

= What are the bulk data movement patterns in Large-
scale Scientific Collaborations?
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Fermilab Flow Data Collection
& Analysis System
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Flow-based analysis
produces data that are more
fine-grained than those
provided by SNMP but still

(2K e not as detailed and high-
T volume as required for
packet trace analysis.

Silk Flow Ananlysis

R&E Networks

Border
Routers

Fermilab Flow Data Collection and Analysis System

e Cisco NetFlow & CMU'’s SILK toolset used for flow analysis
* NetFlow collection is complete; not sampled
* Flow records exported to SILK traffic analysis system.
e SILK analysis suite is a collection of command-line tools for
processing Flow records.
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Bulk Data Movement Pattern Analysis

Vo), Utice of 2% Fermilab

U.5. DEPARTMENT OF E|




Data Analysis Methodology

= Flow records analyzed from 11/11/2009 to 12/23/20009.

o Flow record database size = 60GBytes
2,679,598,772 flow records.

o Represented 23,764,073GByte of moved data between Fermilab
& other sites

2.221x10'? packets...
= Only TCP bulk data transfers analyzed

= Data transfers analyzed between Fermilab & /24 subnets
o TOP 100 /24 sites that transfer to FNAL.
o TOP 100 /24 sites that transfer from FNAL.
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Bulk Data Movement Patterns & Status
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\TOP 100 Sites

= Analyzed data transfers between Fermilab and /24 subnets.
o In the IN direction, the TOP 100 Sites transfer 99.04% traffic.
o Inthe OUT direction, the TOP 100 sites transfer 95.69% traffic

INPUT: BZE473576 Records for 1292888 Bins and 1342120811039719 Total Bytes
OUTPUT: Top 28 Bins bw Bytes
| dIP
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TOP20 Sites that transfer from FNAL
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Number of Sites

TOP 100 Sites (Cont)

= TOP 100 sites distributed around the world.

= We measured the Round Trip Time (RTT) between FNAL
and these TOP 100 sites both in IN and OUT directions.
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A few sites have circuitous paths to/from FNAL.
Many factors: peering, traffic engineering, or cable path constraints.
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Single Flow Throughputs

We calculated statistics for single flow throughputs between FNAL and
TOP100 Sites in both IN and OUT directions.

o Each flow record includes data such as the number of packets and bytes in the flow and the

timestamps of the first and last packet.

= A few concerns

o Should exclude the flow records for pure ACKs of the reverse path

o A bulk data movement usually involves frequent administrative message exchanges
between sites. These flow records usually contain a small number of packets with short
durations. These flow records are excluded from throughput calculation.
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Number of Sites

Single Flow Throughputs (cont)
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Most average throughputs are less than 10Mbps!
But 1Gbps NICs are widely deployed!
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The slowest throughput is 0.135
Mbps,

The slowest throughput is 0.207 Houston, TX!!
Mbps,
Indore, India
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Single Flow Throughputs (cont)

= In the IN direction

o 2 sites’ average throughputs are less than 1Mbps
63 sites’ average throughputs are less than 10Mbps

o Only 1 site’ average throughput is greater than 100Mbps

= In the OUT direction
o 7 sites’ average throughput are less than 1Mbps
o 60 sites’ average throughput are less than 10Mbps
o No site’s average throughput is greater than 100Mbps

(Max) TCP Throughput <= ~0.7 * MSS / (rtt * sgrt(packet_loss))
We calculate the correlation of “average throughput vs. RTT”
e Inthe IN direction, it is -0.426329
e Inthe OUT direction, it is -0.37256
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Aggregated Throughputs

= Parallel data transmission tools such as GridFTP have
been widely applied to bulk data movements

= In both IN and OUT directions, for each of the TOP100
sites, we bin traffic at 10 minute intervals

o We calculate the aggregated throughputs
o We collect the flow statistics
o We collect the statistics of # of different IPs involved (hosts)
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Number of Sites
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In general, the aggregated throughputs are
higher

We see the effect of parallel data
transmission
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[P ——— From TOP100 Sites
CS:Iege of William & Mary, USA to FNAL

= We calculate the correlation
between aggregated
throughputs vs. number of flow

= |In general, more parallel data
transmission (# of flows)
generate higher aggregated
throughputs

= But for some sites, more
parallel data transmission
generate less aggregated
throughputs

o More parallel data transmission
causes network congestion

o parallel data transmission make
disk I/O less efficient.
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From TOP100 Sites to FNAL

= Totally, there are 35 sites that the “correlation between

aggregated throughputs vs. number of flow” is negative.

o The worst case is from “College of William & Mary, USA” to FNAL, the
correlation is only -0.439

= There are 31 sites that the “correlation between
aggregated throughputs vs. number of flow” is greater
than 0.5, which implies that increasing the number of
flows can effectively enhance the throughputs.
o The best case is from “University of Glasgow, UK” to FNAL.
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Some sites use only a single
host to transfer!!! |
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Some sites utilize
hundreds of hosts!!!
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R From FNAL to
TOP100 Sites

= We calculate the correlation
between aggregated
throughputs vs. number of flow

= In general, more parallel data
Ry L B — transmission (# of flows)
Correlation (Aggregated Thru. vs. # of Flows) .
generate higher aggregated

His. of Correlation (Aggregated Thru vs. # of Flows
FrSm Flg\goTOFgoo Sites ) throughputs

= But for some sites, more
parallel data transmission
generate less aggregated
throughputs

o More parallel data transmission
causes network congestion

o parallel data transmission make
disk 1/O less efficient.
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' From FNAL to TOP100 Sites
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