IT Service Continuity Plan – FermiMail

[bookmark: _GoBack]Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area: Email & Calendar
Service Offerings: Email, Calendar
Service Areas that depend on this service: Unknown
Recovery Objectives
Recovery Time Objective (RTO)
Single Datacenter Outage – Recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Recovery Point Objective (RPO)
Single Datacenter Outage – Recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Service Provider: SWC
	Remote Monitoring and management of Exchange
	Network, Authentication
	Defined by OLA/Contract between Fermilab & SWC

	Service Provider Support Team: ESO/WCS
	Email Service Owner
	Network, Authentication
	4 hours




Recovery Strategy
Single Datacenter Outage – Recovery is immediate, no outage
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Strategy for initial recovery
Single Datacenter Outage – Recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Overall recovery strategy
Single Datacenter Outage – Recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Recovery Scenarios
Single Datacenter Outage – Recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Building not accessible (Data Center Available)
Single Datacenter Outage – No impact / recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Data Center Failure (Building Accessible)
Single Datacenter Outage – Recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Building not accessible and Data Center Failure
Single Datacenter Outage – Recovery is immediate.
Two Datacenter Outage – Wait for Dependent Services to recover
Total Loss (Infrastructure / Data) – Rebuild from scratch
Critical recovery team not available
Unknown & undocumented, Fermilab does not have an Exchange expert on staff; access to the service must be regained before the remote service provider can gain access via the network.
Return to Operations
Unknown & undocumented, Fermilab does not have an Exchange expert on staff; access to the service must be regained before the remote service provider can gain access via the network.
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