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[bookmark: _Toc288551313][bookmark: _Toc523878297][bookmark: _Toc436203377][bookmark: _Toc452813577]

[bookmark: _Toc339956147]Introduction
[bookmark: _Toc105907880][bookmark: _Toc106079190][bookmark: _Toc106079515][bookmark: _Toc106079784][bookmark: _Toc107027560][bookmark: _Toc107027770][bookmark: _Toc288551314][bookmark: _Toc339956148]Purpose of Capacity Plan
This capacity plan provides an analysis of existing service capabilities and best-estimate funding requirements for the year. The analysis is based on trends of the existing support resources, current and expected SLA requirements, and currently understood plans for improvement from the service owners and Service Level Management.
In the initial stages however, this capacity plan will provide metrics and near-term (3-6 month) funding requirements until the enough data is available to understand and be able to predict consumption of service resources.
[bookmark: _Toc288551315][bookmark: _Toc339956149]Service Overview
[bookmark: _Toc288551316]The Networked Storage Hosting Services provides the following two storage services: 
· Block-based storage service over Fibre-Channel Network (SAN Storage)
· File-based  storage service over IP Network (NAS Storage)
· AFS
· NFS/CIFS
Each storage offering has multiple tiers of service to accommodate the different needs of the customers.
The Networked Storage Hosting Service is described in detail by the Service Level Agreement for Networked Storage Hosting Service, available at:
https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=4311 
[bookmark: _Toc339956150]Assumptions/Constraints
[bookmark: _Toc288551317][bookmark: _Toc106079198][bookmark: _Toc106079523][bookmark: _Toc106079792][bookmark: _Toc107027566][bookmark: _Toc107027776]This Capacity Plan assumes that the service will be implemented and operate as is for the coming year. Unless otherwise stated, this plan assumes no significant changes in service implementation, no significant changes in user demand, over this period of time.

This Capacity Plan assumes there are sufficient infrastructure resources, such as Facilities.

This Capacity Plan treats marginal costs, the costs to add or remove capacity to an existing service, unless otherwise noted. Neither maintenance and operations costs for the service, nor the costs to research potential changes to the service, are considered in this plan.
[bookmark: _Toc337027454][bookmark: _Toc337027445]

[bookmark: _Toc339956151]Plan Summary
[bookmark: _Toc339956152]Capacity Management Summary
The following table summarizes the capacity plan for this service:
	Capacity
Metric
	Capacity
Requirement
	Predicted Growth + Timescale
	Capacity
Threshold
	Threshold Response Strategy/Tuning
(Action to Be Take Upon Reaching Threshold(s), includes any tuning or demand management strategies)

	NFS/CIFS Storage Pools
	Per report 
See Section 3.2
	Per report 
See Section 3.2
	80% 

	1. (Core-IT) When storage pools approach 80%, notify management that additional purchases may be necessary.
2. (Science) When storage pools approach 80%, notify experiment liaisons. The liaison will determine a course of action.

	AFS Storage
	Per report 
See Section 3.2
	6%/yr
	90% of any vice partition
	1. If possible, alleviate the situation by moving AFS volumes to other vice partitions
2. Determine the largest AFS volume and see if the user is willing to reduce usage
3. Notify management and request for additional disk space for AFS

	Block Storage
	Per report 
See Section 3.2
	Per report 
See Section 3.2
	80%
	1. Notify the primary customer of that array of the situation and advise them on costs to increase capacity or suggest they reduce their storage consumption.


The table contents are described in detail in Section 3 Capacity Analysis.
[bookmark: _Toc339956153]Risks
1. [bookmark: _Toc337027456]Trending tools for AFS and HDS storage are lacking and mostly manual.
[bookmark: _Toc339956154]Recommendations
1. [bookmark: _Toc337027458]Investigate automated trending tools for the various areas listed in the capacity plan. Implement these tools if financially feasible.
[bookmark: _Toc339956155]Decisions
1. [bookmark: _Toc337027459]Engage vendors to understand if commercially available tools are financially feasible. If so, proceed with purchase and implementation.
[bookmark: _Toc339956156]Next Review Date
9/30/2013

[bookmark: _Toc339956157]Capacity Analysis
[bookmark: _Toc339956158]Capacity Metrics and Processes
This service has distinct technical infrastructure which is managed via the following metrics:
· Storage Capacity – by storage volume

This service also relies on the capacity management processes and plans of the following services:
· Networking
· https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=4312  

In addition, staffing resources need to be considered for the capacity planning for this service. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan for Networked Storage Hosting Service available at
https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=4862 
[bookmark: _Toc337027446][bookmark: _Toc339956159]Capacity and Performance Requirements
The following capacity measurements are taken daily and trigger automatic incidents:
[bookmark: _Toc339956160]NAS Service
NFS/CIFS
· Virtual volumes are monitored automatically via scripts and as they hit the 95% limit, an automatic SNOW ticket is cut so that we may react.  There are two reactions:
· Initiate a usage report to determine who is using all the space and start an email campaign to clean up their area.  This is typical for CCD areas.
· Initiate an email to the experiment liaison informing them of the situation. The liaison will determine a course of action.
The following capacity measurements are reviewed manually each quarter:
· Storage-pool capacity determines when additional storage will need to be purchased. Storage pools capacity measurements are available via scripts which automatically generate pool usage daily. These reports are located: \\cdserver\cd_projects\SanNas\NAS-Capacity-View.  
There are two actions when we reach a threshold for NAS storage pools:
· When storage pools approach 80%, notify management that additional purchases may be necessary.
· When storage pools approach 80%, notify experiment liaisons. The liaison will determine a course of action.
AFS
· AFS storage capacity is the measurement of space allocated to any AFS server vice partition. Reports for AFS space consumption can be achieved by running the following script:
· /afs/fnal.gov/admin/AFS/df_servers.  When storage consumption in any vice partition reaches 90%, a cronjob on each AFS server will send email to the storage-admins@fnal.gov of the condition.  This will trigger the following series of actions (escalation order):
· If possible, alleviate the situation by moving AFS volumes to other vice partitions
· Determine the largest AFS volume and see if the user is willing to reduce usage
· Notify management and request for additional disk space for AFS
[bookmark: _Toc339956161] Block Storage (SAN Disk, Currently HP and Compellent Storage)
· Block storage capacity is the measurement of space allocated in any specific storage array. Two types of reports are available:
· HP EVA 
· A script is run on fsus10 as needed to generate a usage report.
· HP storage manager software can be used for a roll-up report.
· Compellent – The Compellent Enterprise Client Manager tool is used to provide a usage report and roll-up report on the arrays.
· The capacity requirement is the amount of storage reported in these reports.
· When an array reaches 80%, we will notify the primary customer of that array of the situation and advise them on costs to increase capacity or suggest they reduce their storage consumption.
[bookmark: _Toc339956162][bookmark: _Toc337027447]Trending and Predictive Analysis
[bookmark: _Toc337027448]Trending for NAS storage and Compellent storage is available using the reports we have.  Trending is based activity from quarter to quarter over a 1 year period.
· NAS – We can monitor capacity by size of storage pool and virtual volume.  We can monitor by IOPS retroactively.
· Block (SAN) Storage – HP storage: we can monitor by raw TB provisioned.  For Compellent storage, we can monitor for raw TB provisioned and IOPs.  Compellent storage allows us to tune storage through automated tiering. 
· AFS Storage – There is little tuning available for AFS storage. However, the client can be tuned to cache more data, thereby increasing performance.
[bookmark: _Toc339956163]Impact of New Technology/Techniques/Upgrades
For FY13:
NAS – The NAS service has 2 BlueArc Nodes which will be end-of-support by 10/1/2012. Budget should be allocated to replace these nodes IF the new dedupe feature for BlueArc is available. With the new dedupe feature, we estimate that we may be able to delay another disk space purchase for CCD by 1-2 years. EOL will still need to be addressed.

NAS – If dedupe technology is available in FY13 and we have sufficient budget to purchase the equipment, additional capacity purchases for CCD NAS may be deferred 1-2 years.

Block Storage and NAS Storage upgrades are highly dependent on input on projects and expected growth from our customers. Typically, this input is used to calculate the predicted SAN needs for the following year.  For CCD, no additional storage is expected to be needed in FY13. SCD/TD/Project needs still need to be defined – typically during tactical planning/budget planning.

AFS – Based on available space, we do not believe additional disk space will be required for AFS for capacity.  In FY13, we may be reducing AFS storage capacity. However, due to EOL/EOS on AFS storage, we will not be reallocating the freed storage back into production.	
[bookmark: _Toc339956164]Thresholds and Responses
[bookmark: _Toc337027449][bookmark: _Toc337027450]See Section 3.2 for this information.
[bookmark: _Toc339956165]Externally Driven Mandates
There are no externally driven mandates for this service at this time.
[bookmark: _Toc337027457][bookmark: _Toc339956166]Cost and Budget
Budget to address the risks and perform the recommendations for this service are reflected in the tactical plans of this service and any of those services listed in Section 3.1.
[bookmark: _Toc339956167]Planning Integration
[bookmark: _Toc337027451]See Section 3.1 for this information.
[bookmark: _Toc339956168][bookmark: _Toc337027452]Monitoring and Reporting
See Section 3.2 for this information.
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[bookmark: _Toc104351547][bookmark: _Toc104351552][bookmark: _Toc104351553][bookmark: _Toc104351554][bookmark: _Toc104351584][bookmark: _Toc104351624][bookmark: _Toc104351625][bookmark: _Toc104351636][bookmark: _Toc104351660][bookmark: _Toc104351663][bookmark: _Toc104351665][bookmark: _Toc104351690][bookmark: _Toc104351702][bookmark: _Toc104351703][bookmark: _Toc104351748][bookmark: _Toc104351750][bookmark: _Toc104351761][bookmark: _Toc104351763][bookmark: _Toc104351787][bookmark: _Toc104351788][bookmark: _Toc104351810][bookmark: _Toc104351812][bookmark: _Toc104351813][bookmark: _Toc104351814][bookmark: _Toc136837066][bookmark: _Toc339956169][bookmark: _Toc106079533][bookmark: _Toc107027580][bookmark: _Toc107027790]Appendix A: Capacity Plan Approval
The undersigned acknowledge they have reviewed the Fermilab Capacity Plan and agree with the approach it presents. Changes to this Capacity Plan will be coordinated with and approved by the undersigned or their designated representatives.
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APPENDIX B: Capacity Reports
[bookmark: _GoBack]The following table summarizes the reports available.
	Document Name and Version
	Description
	Location

	CCD FY12 4th Quarter Report
	4Th Quarter Report for NVS shows capacity Report for Networked Storage.
	DocDB 4956
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