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Service offerings:
1. SAN General (Tier 1+, Tier 1, Tier 2, Tier 3)
2. SAN Finanacial (Tier 1, Tier 2)
3. NAS (Bluearc) (Tier 1, Tier 2)
4. NAS (AFS)  (Tier 2)

Target availability for Tiers defined in OLA
Availability Management:
1. What are the underpinning services that this service depends upon? (For example, network and authentication.)
· SAN General:  Facilities, Authorization (applies to all service offerings).  
External:  Compellent for Tier 1+, Hitachi for Tier 1, 2, Nexan for Tier 3
· SAN Finanacial:  HP for Tier 1 and 2
· NAS (Bluearc and AFS):  External:  Hitachi

2. Do the SLAs or OLAs of those underpinning services support your SLA?
UC with Facilities, OLA with Authorization. Do not explicitly support the offering SLA. 
UCs with vendors for maintenance of all items.

3. If not, what steps have been taken to insure the required availability of your service? Has the probability of common failure of redundant underpinning services been examined?
N/A for Tier 1, 2.
For Tier 3, typically the data is duplicated using another method (for example, backup cache data is also on tape; DES DB using Nexsan is a tertiary copy with primary copies located at NCSA; other tertiary copies exist at other sites.

4. Have the service owners of those underpinning services agreed to your requirements? Have you negotiated an OLA? Do you have a contact person documented for each underpinning service?
Not explicitly. We talk to facilities about any power requirements and are subject to whatever availability is possible at that time. We typically request redundant power and UPS. Since we are located in FCC2/FCC3, this is generally available.

For Networking, we fall under the generic SLA/OLA of that group. We are a “data center” connection and are covered 24x7.

For Authentication/Authorization, we rely on them in a similar fashion as the general user (i.e., for user authentication, which is then used to establish an identity for authorization). We fall under the generic service SLA/OLA.

5. Does your service have a maintenance window? Is the service available during maintenance?

There are periodic maintenance windows. The service may or may not be available depending upon the type of maintenance.

SAN:  Unless there is a major maintenance (e.g., the entire cell needs to be upgraded for a feature) service will continue.

NFS/CIFS (BlueArc):  Minor maintenance windows will have “slight disruptions”. These will be seen as pauses by customers, but typically applications recover without manual intervention. Major maintenance (e.g., major OS or hardware upgrades) are disruptive and service is unavailable.

The Storage OLA state the following for maintenance windows:

“Coordinate standard maintenance downtimes requiring a service outage to occur every third Tuesday of the month between the hours of 6:00 am – 8:00 am. Notification of a service outage will be provided to the customer via email and Operations meeting at least two weeks in advance of an outage.

“A maximum of two days/year downtime for major upgrades with at least a two week notice.”

6. Has a system architecture document been created that can be referenced?
Yes.

7. Have the above been documented and reviewed by the Availability Manager?
Yes
Risks (to be filled out by the Availability Manager):
1. SLAs/OLAs of underpinning services may not support availability requirements.
Recommendations (to be filled out by the Availability Manager):
1. Review SLAs/OLAs of underpinning services, negotiate with services if any do not support availability requirements, using change process to request necessary changes.
Decisions (to be filled out by the Service Owner, Availability Manager and the Service Manager):
1. Follow the above recommendation.
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