IT Service Continuity Plan – Network Services

[bookmark: _GoBack]Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area:  Network Services
Service Offerings:  
Refer to the Network Services SLA.

Service Areas that depend on this service:
· The Fermi campus users, IT Service providers and external customers that access Fermi resources on the network.
Recovery Objectives
Recovery Time Objective (RTO)
< 2 hrs.
RTO is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO)
< 24 hrs.
RPO is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  

	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Service Provider
	Restore
	Power
	< 4 hrs.

	Service Provider Support Team
	Restore
	Facilities
	

	IT Server Hosting
	DNSapp1	
	Virtual Server Hosting
	< 8 hrs.

	Network
	Network Services
	Power, Network Cabling
	< 4 hrs. 

	Application Services
	None
	None
	< 8 hrs.

	External Service Provider
	Network Services
	ESNET, Cisco, Infoblox
	< 4 hrs.


Recovery Strategy
Provide high-level recovery strategy for this service.  If there are specifics you can outline them.
Networking uses redundant components and automatic failover to mitigate failures for those services whose loss would result in high disruption.  This includes:
· Network Core
· Network  Data Center Distribution Layer
· Essential Services (DNS/DHCP/NTP)
· WAN Connectivity
For those areas not guarded by redundancy, the recovery strategy is to assess the issue and determine next steps based on the situation.  This may include using spares to restore service if deemed necessary.
Strategy for initial recovery
Assess networking environment and review situation with recovery team.
Overall recovery strategy
· There is redundancy for General Network Services, there would have to be an outage at multiple data centers for these services to be completely unavailable.  In the event an appliance goes down, Network Services will work to recover it.  
· Network Facilities (Campus LAN) – The campus LAN covers a large part of the Fermi campus and there are several network distribution points.  It is highly unlikely the entire Campus LAN can be down at once, it is more probable that a part of the Campus can be down.  If there is an outage on the Campus then Network Services will work to restore services to that area.  Depending on the root cause, software or hardware may need to be updated or replaced.
· Network Facilities (Data Center) – There is redundancy at the distribution and core in the data centers.  Therefore, for service to be impacted, an access switch would have to be down.  If there is an access switch outage Network Services will work to recover the switch.  Depending on the root cause, software or hardware may need to be updated or replaced.
· There is redundancy for the Wide Area Network, there would have to be an outage at multiple data centers for these services to be completely unavailable.  In the event we lose a border router, Network Services will work to recover it.  
Recovery Scenarios
Please provide high-level checklist or plan for each recovery scenario.  If you have additional recovery scenarios that need to be accounted for because they require different procedures, please document them here.  If all the scenarios require the same response, then you can state that in this section then outline the plan. 
For the checklist/plan please use a list or table format to make this easy to pick up and use in a continuity situation.  Include links or references and location of actual recovery detailed procedures.  Document any key dependencies and command center reporting checkpoints.  
Building not accessible (Data Center Available)
Document checklist/plan
· Verify Site VPN is available.
· Verify network management access is available. 
· Refer to the “Overall Recovery Strategy” steps.
Data Center Failure (Building Accessible)
Document checklist/plan
· Refer to the “Overall Recovery Strategy” steps. 

Building not accessible and Data Center Failure
Document checklist/plan
· General Network Services are available in more than one Data Center
· There is redundancy at the distribution and core in the data centers.  The single point of failure is the local access switch if a device in the failed data center is not dual homed.  In the event of an access switch failure, Network Services will need to wait until building access is restored before network restoration can begin. 

Critical recovery team not available
Document checklist/plan
· Call Cisco support for assistance on switches and routers  
· Call Infoblox support for DNS/DHCP assistance.
· Call Spectracom for NTP assistance.
· Call F5 for loadbalancer support.
· Call Palo Alto for firewall support.
· Call ESNET for Wide Area Network circuit issues
Return to Operations
Document any requirements and tasks that would need to be completed in order to return to operations.  If you have procedures for returning to operations after a continuity situation occurs, then you can reference them here.
1. Recover device from hardware or software failure
1. Apply appropriate configuration
1. Failback to recovered device (if necessary)
1. Verify service has been restored

Document Change Log
	Version
	Date
	Author(s)
	Change Summary

	1.0
	8/6/2012
	Anna Olivarez
	Initial Document

	
	
	
	

	
	
	
	



	Page 1

