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This Service Level Agreement (“SLA”) for the Networking Service with Fermilab documents:
· The service levels provided for the Networking Service.
· The responsibilities of the Networking Groups, Fermilab, and Users.
· Specific terms and conditions relative to the standard Service Offering.

The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
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The Networking Service at Fermilab provides basic wired and wireless network connectivity, IP address management, name and address resolution, network time, Internet access, remote access and network monitoring.
· Service Monitoring: 
· Internal Monitors: Links to Internal Monitors
· Public Monitors: Links to Public Monitors
· Service FAQs: Links to Networking Frequently Asked Questions
· Service Owner contact information:
· Ray Pasetes, NVS Department Head
· Anna Olivarez, NVS Deputy Department Head
· Anna Olivarez, Network Services Group Leader
· Dave Coder, Network Planning Group Leader
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[bookmark: _Toc233013664]STANDARD OFFERING
· Network Services
· IP Address Management Service (IPAM)
· IP Name and Address Resolution Service via Domain Name System (DNS)
· Dynamic Host Configuration Protocol Service (DHCP)
· Network Time via Network Time Protocol (NTP)
· Network Facilities Services
· Campus Network Infrastructure Services (Local Area Network/LAN)
· Includes user access and Data Centers
· Remote Access Service via Virtual Private Networking (VPN)
· Wide Area Network Infrastructure Services (WAN/ Chicago MAN)
· Internet Access
[bookmark: _Toc233013665] ENHANCED OFFERINGS
If necessary, networking can work with customers to provide an enhanced network solution to meet the requirements.  These solutions include, but are not limited to using the following technologies:
· Network Load Balancer
· Circuit Connectivity for high-data movememt
· Firewalls
· Private Networks
· VPN Tunnels
· VoIP
Additional special services negotiated on a case-by-case basis. The customer will agree to bear all costs associated with new class of service.
[bookmark: _Toc233013666] OFFERING COSTS
The customer is responsible for the direct costs of acquiring and maintaining equipment used to provide the networking service.
[bookmark: _Toc233013667][bookmark: _Toc295721884][bookmark: _Toc202855337][bookmark: _Toc203106110][bookmark: _Toc333213655][bookmark: _Toc339399698]LIFECYCLE MANAGEMENT CONTEXT
PLANNING
· Networking service owners are actively engaged in a continuous improvement program which monitors and analyzes network traffic with the goal of increasing efficiency, reliability and security of the traffic.
· To assist with planning, Networking service owners will provide an inventory of equipment to customers, including information such as equipment end-of-support (EOS) information and relevant performance information as appropriate.
ANALYSIS
· Networking service owners will perform interoperability and performance tests of product evaluations.
· Networking service owners will monitor network device performance.
· Networking service owners will monitor network device configurations and compliance to baselines.
· Networking service owners will perform periodic security audits against network devices.
PROCUREMENT/ACQUISITION
· All networking devices are to be purchased by the Networking service owners.
· Networking service owners will coordinate warranty repairs and non-warranty repairs or replacements in order to assure compliance with network device standards.
INTEGRATION AND TESTING
· All networking devices are to be evaluated for interoperability with the existing network infrastructure, and for interoperability with security and management controls.
DEPLOYMENT
· All networking devices are to be installed by the Networking service owners.
MAINTENANCE AND OPERATIONS
· All networking devices are to be managed and operated by the Networking service owners.
DISPOSITION
· The Networking service owners coordinate network device disposal with PREP.
· The Networking service owners will not re-deploy a device which as previously been excessed.
[bookmark: _Toc503156628][bookmark: _Toc503156692][bookmark: _Toc503156743][bookmark: _Toc503671483][bookmark: _Toc503674438][bookmark: _Toc504366410][bookmark: _Toc504449142][bookmark: _Toc506001052][bookmark: _Toc513861516][bookmark: _Toc513861657][bookmark: _Toc513861770][bookmark: _Toc514138105][bookmark: _Toc515072829][bookmark: _Toc518798641][bookmark: _Toc518806023][bookmark: _Toc518806337][bookmark: _Toc518806458][bookmark: _Toc518806511][bookmark: _Toc518806703][bookmark: _Toc518806859][bookmark: _Toc520512726][bookmark: _Toc520512799][bookmark: _Toc520512896][bookmark: _Toc520513024][bookmark: _Toc520513111][bookmark: _Toc520513167][bookmark: _Toc520513213][bookmark: _Toc520513583][bookmark: _Toc523638670][bookmark: _Toc523639930][bookmark: _Toc523639955][bookmark: _Toc527341341][bookmark: _Toc528462982][bookmark: _Toc528464562][bookmark: _Toc531588482][bookmark: _Toc149634277][bookmark: _Toc213019263][bookmark: _Toc254867553][bookmark: _Toc254867890][bookmark: _Toc254868128][bookmark: _Toc254868240][bookmark: _Toc254874270][bookmark: _Toc254875697][bookmark: _Toc295721885][bookmark: _Toc202855338][bookmark: _Toc203106111][bookmark: _Toc333213656][bookmark: _Toc339399699][bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411] RESPONSIBILITIES
The Foundation SLA references Fermilab Computer Use and Security policies. The service should reference specific responsibilities or issues here.
[bookmark: _Toc295721886][bookmark: _Toc202855339][bookmark: _Toc203106112][bookmark: _Toc333213657][bookmark: _Toc339399700]CUSTOMER RESPONSIBILTIES
Customers of Networking Services agree to formally designate a liaison to act on behalf of the organization to provide the following:
· Convey pertinent information to and from the users about the content of this service agreement.
· Participate in SLA reviews.
· Provide representation for Continual Service Improvement activities as needed.
· Coordinate maintenance downtimes requiring a service outage. 
[bookmark: _Toc295721887][bookmark: _Toc202855340][bookmark: _Toc203106113][bookmark: _Toc333213658][bookmark: _Toc339399701]USER RESPONSIBILTIES
Users of Networking Services agree to:
· Provide access to workstations, servers or other network-attached devices as necessary to install, modify or maintain the networking service.
· Be available to support staff to answer questions and facilitate service delivery during regular support hours or during off-hours support windows.
· Submit requests for service using standard methods.
· Validate the resolution of incidents in a timely manner when requested.
[bookmark: _Toc295721888][bookmark: _Toc202855341][bookmark: _Toc203106114][bookmark: _Toc333213659][bookmark: _Toc339399702]SERVICE PROVIDER RESPONSIBILTIES
Providers of Networking Services agree to:
· Provide all services as documented in section 2 of this document. 
· Meet the response times as documented in section 6 of this document.
· Provide service quality reports as documented in section 9 of this document.
· Update and maintain any underpinning contracts for support services.
[bookmark: _Toc212977949][bookmark: _Toc213019256][bookmark: _Toc254867554][bookmark: _Toc254867891][bookmark: _Toc254868129][bookmark: _Toc254868241][bookmark: _Toc254874271][bookmark: _Toc254875698][bookmark: _Toc295721889][bookmark: _Toc202855342][bookmark: _Toc203106115][bookmark: _Toc333213660][bookmark: _Toc339399703]COMPUTER SECURITY CONSIDERATIONS
[bookmark: _Toc212977951][bookmark: _Toc213019258][bookmark: _Toc254867556][bookmark: _Toc254867893][bookmark: _Toc254868131][bookmark: _Toc254868243][bookmark: _Toc254874273][bookmark: _Toc254875700][bookmark: _Toc295721890]Networking service is provided in compliance with the following documents:
· Network System Security Plan, DocDB#1024
· Network System Contingency Plan, DocDB#1059
· Network System Risk Assessment, DocDB#992
Additional security requirements are documented in the Foundation SLA.
[bookmark: _Toc202855343][bookmark: _Toc203106116][bookmark: _Toc333213661][bookmark: _Toc339399704]SERVICE SUPPORT PROCEDURE
[bookmark: _Toc295721891][bookmark: _Toc202855344][bookmark: _Toc203106117][bookmark: _Toc333213662][bookmark: _Toc254867557][bookmark: _Toc254867894][bookmark: _Toc254868132][bookmark: _Toc254868244][bookmark: _Toc254874274][bookmark: _Toc254875701][bookmark: _Toc339399705]REQUESTING SERVICE SUPPORT 
[bookmark: _Toc295721892]Requests for Networking service or reports of Network incidents are handled through the Service Desk. Refer to the Foundation SLA for additional information.
[bookmark: _Toc202855345][bookmark: _Toc203106118][bookmark: _Toc333213663][bookmark: _Toc339399706]STANDARD ON-HOURS SUPPORT
[bookmark: _Toc254874275]HOURS
[bookmark: _Toc254874276]Standard Service On-hours Support is provided from 8:00am through 5:00pm, Monday through Friday.
SUPPORT DETAILS
[bookmark: _Toc254867558][bookmark: _Toc254867895][bookmark: _Toc254868133][bookmark: _Toc254868245][bookmark: _Toc254874277][bookmark: _Toc254875702][bookmark: _Toc295721893]Network support staff is on-site between 8:00am and 5:00pm, Monday through Friday, and responds to service requests and incident reports through the Service Desk.
[bookmark: _Toc202855346][bookmark: _Toc203106119][bookmark: _Toc333213664][bookmark: _Toc339399707]STANDARD OFF-HOURS SUPPORT
[bookmark: _Toc254874278]HOURS
[bookmark: _Toc254874279]Standard Service Off-hours Support is provided 24-hours, 7-days per week for specific critical network devices. 
SUPPORT DETAILS
[bookmark: _Toc254867559][bookmark: _Toc254867896][bookmark: _Toc254868134][bookmark: _Toc254868246][bookmark: _Toc254874280][bookmark: _Toc254875703][bookmark: _Toc295721894]Network support staff is available via pager, cell phone or other mechanism outside of the On-Hours support timeframe, and can access the network via remote access VPN. If a device on the Critical Device List requires Off-Hours support, staff may work remotely or may return to the site to work on the incident. Refer to Foundation SLA for information on critical incident handling.
[bookmark: _Toc202855347][bookmark: _Toc203106120][bookmark: _Toc333213665][bookmark: _Toc339399708]SPECIAL SUPPORT COVERAGE
[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704] In addition to devices on the Critical Device List, Experiment control rooms can report service incidents via the Service Desk critical incident handling process. 
[bookmark: _Toc295721895][bookmark: _Toc202855348][bookmark: _Toc203106121][bookmark: _Toc333213666][bookmark: _Toc339399709]SERVICE BREACH PROCEDURES
[bookmark: _Toc212977950][bookmark: _Toc213019257][bookmark: _Toc254867561][bookmark: _Toc254867898][bookmark: _Toc254868136][bookmark: _Toc254868248][bookmark: _Toc254874282][bookmark: _Toc254875705]Refer to the Foundation SLA.
[bookmark: _Toc295721896][bookmark: _Toc202855349][bookmark: _Toc203106122][bookmark: _Toc333213667][bookmark: _Toc339399710]SERVICE TARGET TIMES AND PRIORITIES
[bookmark: _Toc254867562][bookmark: _Toc254867899][bookmark: _Toc254868137][bookmark: _Toc254868249][bookmark: _Toc254874283][bookmark: _Toc254875706][bookmark: _Toc295721897][bookmark: _Toc202855350][bookmark: _Toc203106123][bookmark: _Toc333213668][bookmark: _Toc339399711]RESPONSE TIME
A Networking subject matter expert or other knowledgeable staff member will respond to the user’s incident (submitted through the Service Desk) based upon the priority table outlined in the Foundation SLA.
[bookmark: _Toc254867563][bookmark: _Toc254867900][bookmark: _Toc254868138][bookmark: _Toc254868250][bookmark: _Toc254874284][bookmark: _Toc254875707][bookmark: _Toc295721898][bookmark: _Toc202855351][bookmark: _Toc203106124][bookmark: _Toc333213669][bookmark: _Toc339399712]RESOLUTION TIME
[bookmark: _Toc254867564][bookmark: _Toc254867901][bookmark: _Toc254868139][bookmark: _Toc254868251][bookmark: _Toc254874285][bookmark: _Toc254875708][bookmark: _Toc295721899]There is no resolution time target across services due the wide variety of incidents and requests being handled. Typical service disruptions are restored within 24 hours and typical installation requests are implemented within 10 business days.
[bookmark: _Toc202855352][bookmark: _Toc203106125][bookmark: _Toc333213670][bookmark: _Toc339399713]INCIDENT AND REQUEST PRIORITIES 
[bookmark: _Toc254867565][bookmark: _Toc254867902][bookmark: _Toc254868140][bookmark: _Toc254868252][bookmark: _Toc254874286][bookmark: _Toc254875709][bookmark: _Toc295721900]The Priority for incidents and requests is determined by a combination of the Impact and the Urgency. Refer to the Foundation SLA for additional information.
[bookmark: _Toc202855353][bookmark: _Toc203106126][bookmark: _Toc333213671][bookmark: _Toc339399714]CRITICAL INCIDENT HANDLING
[bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710][bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc295721901]A critical incident is the highest priority incident, one in which a highly visible and important service depended upon by many users is no longer operable and there is no acceptable work-around. Refer to the Foundation SLA for additional information.
Reminder: The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.

[bookmark: _Toc328226362][bookmark: _Toc328226363][bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714][bookmark: _Toc295721903][bookmark: _Toc202855356][bookmark: _Toc203106127][bookmark: _Toc333213672][bookmark: _Toc339399715]CUSTOMER REQUESTS FOR SERVICE ENHANCEMENT
Service enhancements are Customer requests for planned changes in service.  
· The Service Owner will respond to requests for service enhancements received with appropriate advance notice within 7 business days.

[bookmark: _Toc339399716]SERVICE CHARGING POLICY
No costs will be charged to the customer for standard service.
Any costs associated with enhanced services will be negotiated between the Networking service owner and the Customer.
[bookmark: _Toc339399717]SERVICE MEASURES AND REPORTING

The Service Offering dashboard for Network Services The Service Offering dashboard for [service] is available in the service desk application under the report section. The dashboard measures each offering for this service against the incident response and resolution times and request response times defined in the Foundation SLA. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.
is available in the service desk application under the report section. The dashboard measures each offering for this service against the incident response and resolution times and request response times defined in the Foundation SLA. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.



[bookmark: _Toc333213673][bookmark: _Toc212977956][bookmark: _Toc213019268][bookmark: _Toc233013685][bookmark: _Toc295721905][bookmark: _Toc202855358][bookmark: _Toc203106129][bookmark: _Toc339399718]APPENDIX A: Supported Hardware and Software
· All servers listed in the Server Hosting SLA and all desktops listed in the Desktop Support SLA are supported for network connectivity.
· Cisco 
· Ciena
· F5
· InfoBlox 
· Lancope
· Palo Alto 
· SolarWinds
[bookmark: _Toc333213674][bookmark: _Toc339399719]APPENDIX B: SLA REVIEW PROCEDURE
[bookmark: _Toc295721906][bookmark: _Toc213019270][bookmark: _Toc233013687][bookmark: _Toc213019269][bookmark: _Toc233013686]The following steps will be conducted on at least an annual basis. The Customer, Service Owner or Service Level Manager may request additional reviews as necessary.
· At least one month prior to the expiration of this agreement, the customer will be sent notification via email requesting that a face-to-face review be conducted between the Service Owner and the Customer regarding the Networking Service.
· During the review, customer may negotiate changes to the Networking Service Level Agreement with the Networking Service Owner.  Requests for changes are subject to approval based on the limitations of resources from the Networking Service, a supporting organization, funding and effort available.
· If additional meetings are required, those meetings will be held as necessary in order to renew the SLA prior to expiration.
· Upon agreement, all concerned parties will sign the document and renew the agreement for a period no more than 1 year.
[bookmark: _Toc202855359][bookmark: _Toc203106130][bookmark: _Toc333213675][bookmark: _Toc339399720]APPENDIX C: OPERATIONAL LEVEL AGREEMENT (OLA) CROSS-REFERENCE 
[bookmark: _Toc295721907]There are no Operational Level Agreements in place.
[bookmark: _Toc202855360][bookmark: _Toc203106131][bookmark: _Toc333213676][bookmark: _Toc339399721]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
[bookmark: _Toc255304211][bookmark: _Toc295721908][bookmark: _Toc233013688]Hardware support for Cisco, Ciena, F5, InfoBlox, Lancope and Palo Alto is provided by maintenance agreements with the manufacturer.
Software support for SolarWinds and Cisco is provided by maintenance agreements with the manufacturer.
Support for other server hardware is provided by Dell.
[bookmark: _Toc202855361][bookmark: _Toc203106132][bookmark: _Toc333213677][bookmark: _Toc339399722]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER 
[bookmark: _Toc202855362][bookmark: _Toc203106133][bookmark: _Toc333213678][bookmark: _Toc339399723]E.1	FNAL/AD
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc202855363][bookmark: _Toc203106134][bookmark: _Toc333213679][bookmark: _Toc339399724]E.2	FNAL/BSS
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc202855364][bookmark: _Toc203106135][bookmark: _Toc333213680][bookmark: _Toc339399725]E.3	FNAL/CS
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc202855365][bookmark: _Toc203106136][bookmark: _Toc333213681][bookmark: _Toc339399726]E.4	FNAL/DIR
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc202855366][bookmark: _Toc203106137][bookmark: _Toc333213682][bookmark: _Toc339399727]E.5	FNAL/ESH
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc202855367][bookmark: _Toc203106138][bookmark: _Toc333213683][bookmark: _Toc339399728]E.6	FNAL/FIN
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc202855368][bookmark: _Toc203106139][bookmark: _Toc333213684][bookmark: _Toc339399729]E.7	FNAL/PPD
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc202855369][bookmark: _Toc203106140][bookmark: _Toc333213685][bookmark: _Toc339399730]E.8	FNAL/WDRS
No terms and conditions have been negotiated for this customer.

[bookmark: _Toc295721911][bookmark: _Toc202855370][bookmark: _Toc203106141][bookmark: _Toc333213686][bookmark: _Toc339399731]APPENDIX F: ESCALATION PATH
[bookmark: _Toc255372747][bookmark: _Toc295721912][bookmark: _Toc176148663][bookmark: _Toc233014578]The escalation path for response time agreement breaches is hierarchic escalation, not functional escalation. The escalation path for Networking response time breaches is as follows:
1. The assigned support technician, then 
2. The Networking group leader, then
3. The Network and Virtual Services (NVS) department head, then
4. The Core Computing Division (CCD) head
5. The Computing Sector Head
Refer to the Foundation SLA for additional information.
[bookmark: _Toc202855371][bookmark: _Toc203106142][bookmark: _Toc333213687][bookmark: _Toc339399732]APPENDIX G: ITIL PROCESSES ACROSS SERVICE BOUNDARIES
Not applicable.
[bookmark: _Toc255372748][bookmark: _Toc295721913][bookmark: _Toc202855372][bookmark: _Toc203106143][bookmark: _Toc333213688][bookmark: _Toc339399733]G.1	INCIDENT MANAGEMENT
[bookmark: _Toc255372749][bookmark: _Toc295721914][bookmark: _Toc202855373][bookmark: _Toc203106144][bookmark: _Toc333213689][bookmark: _Toc339399734]G.2	PROBLEM MANAGEMENT
[bookmark: _Toc255372750][bookmark: _Toc295721915][bookmark: _Toc202855374][bookmark: _Toc203106145][bookmark: _Toc333213690][bookmark: _Toc339399735]G.3	CHANGE MANAGEMENT
[bookmark: _Toc255372751][bookmark: _Toc295721916][bookmark: _Toc202855375][bookmark: _Toc203106146][bookmark: _Toc333213691][bookmark: _Toc339399736]G.4	RELEASE MANAGEMENT
[bookmark: _Toc255372752][bookmark: _Toc295721917][bookmark: _Toc202855376][bookmark: _Toc203106147][bookmark: _Toc333213692][bookmark: _Toc339399737]G.5	CONFIGURATION MANAGEMENT
[bookmark: _Toc255372753][bookmark: _Toc295721918][bookmark: _Toc202855377][bookmark: _Toc203106148][bookmark: _Toc333213693][bookmark: _Toc339399738]G.6	CAPACITY MANAGMENT
[bookmark: _Toc255372754][bookmark: _Toc295721919][bookmark: _Toc202855378][bookmark: _Toc203106149][bookmark: _Toc333213694][bookmark: _Toc339399739]G.7	AVAILABILITY MANAGEMENT
[bookmark: _Toc255372755][bookmark: _Toc295721920][bookmark: _Toc202855379][bookmark: _Toc203106150][bookmark: _Toc333213695][bookmark: _Toc339399740]G.8	SERVICE LEVEL MANAGEMENT
[bookmark: _Toc255372756][bookmark: _Toc295721921][bookmark: _Toc202855380][bookmark: _Toc203106151][bookmark: _Toc333213696][bookmark: _Toc339399741]G.9	SUPPLIER MANAGEMENT
[bookmark: _Toc255372757][bookmark: _Toc295721922][bookmark: _Toc202855381][bookmark: _Toc203106152][bookmark: _Toc333213697][bookmark: _Toc339399742]G.10	SERVICE CONTINUITY MANAGEMENT
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