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Service offerings:
1. Conference by video 
2. Conferencing by phone
3. Web Collaboration
4. Room Design / Upgrade Consulting
5. Conference Room Infrastructure (projector, desktops for presenting, monitors, speakers, MIC, Cables)

General availability target:  8x5 for meeting rooms. Off-hours / weekend support negotiable with 3-5 days notice.
Availability Management:
1. What are the underpinning services that this service depends upon? (For example, network and authentication.)
· Conference by video:  Network, (Note: system administration for EVO server internal to group);  External:  EVO, ESNET/ECS Ad-hoc, CERN/Vidyo (currently only a pilot project here, but is the CERN enterprise solution), Dell for EVO server HW support, VMS (need to work with them in setting up video in One West or Auditorium.)
· Conferencing by phone:  External:  FNAL Telecom, ESNET/ECS Audio, CERN/Vidyo (currently a pilot project)
· Web Collaboration:  Network ; External:  Readytalk (via ESNET agreement)
· Room Design/Upgrade Consulting:  multiple external vendors on case-by-case basis
· Conference Room Infrastructure:  inventory of deployed devices. Individual device service plans for (50—75)% of inventory. Limited spares available for balance.
2. Do the SLAs or OLAs of those underpinning services support your SLA?
· Conference Room Infrastructure:  most service plans provide for 24-hour replacements.
· EVO (no MOU, no formal agreement, but redundant service. LHC dropped support, and future funding is in question, but EVO is not critical once Vidyo moves to production) 
· ESNET/ECS  (need to review agreement)
· CERN/Vidyo (do not know what, if any formal agreement we will have going into production)
· Telecom:  reliable, so no formal agreement. Assume 8x5.
· Facilities OLA
· VMS:  does not affect availability.
· Network:  standard 8x5 support needed
3. If not, what steps have been taken to insure the required availability of your service? Has the probability of common failure of redundant underpinning services been examined?
· Conference Room Infrastructure:  some spares available in some cases (mostly for older hardware). Multiple video-conferencing facilities available throughout the site.
· EVO:  the service has considerable redundancy built into the system.  Online help portal is available.
· CERN/Vidyo:  the service has considerable redundancy built into the system. Online help portal is available.

4. Have the service owners of those underpinning services agreed to your requirements? Have you negotiated an OLA? Do you have a contact person documented for each underpinning service?
Yes, mostly, although these may not all entail formal agreements.
Do not have a documented contact person for all services, but the major services have at least a documented online method for obtaining help.
5. Does your service have a maintenance window? Is the service available during maintenance?
There are regularly scheduled ESNET/ECS maintenance windows, some of which cause conferencing by video to be down. Audio-only conferencing via ReadyTalk does not have a downtime during maintenance.
6. Has a system architecture document been created that can be referenced?
Room-by-room documentation + documentation provided by underpinning services
7. Have the above been documented and reviewed by the Availability Manager?
Yes
Risks (to be filled out by the Availability Manager):
1. Sheila and John Konc are only people knowledgeable about the systems. Liaisons for each Division, Section, Sector who are knowledgeable about the rooms under their purview.
2. Limited number of people on call at any time. 
3. Users do not know protocol for seeking help other than calling Sheila, so may suffer unneccesary losses of service when she is not reached.
4. Inadequate staff assigned in each Division/Section/Center to provide primary operations and end-user support for all conference rooms within their areas.
Recommendations (to be filled out by the Availability Manager):
1. Define an on-call rotation for contact.
2. Cross-train or hire additional people to support services
3. Provide an automated mechanism (e.g., phone forwarding) or publicize a standard mechanism (e.g., calling ServiceDesk) when video conferencing problems arise.
4. Request that each Division/Section/Center identify persons to be liaisons, minimally, and a person to provide primary operations and end-user support, ensuring that all conference rooms are so covered. 
Decisions (to be filled out by the Service Owner, Availability Manager and the Service Manager):
1. Follow above recommendations. (Note that recommendations (1) and (3) have been implemented as of September, 2012.)
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