IT Service Continuity Plan – Videoconference Service

[bookmark: _GoBack]Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area: Videoconference
Service Offerings:
 General Video Conferencing
 Videoconference Room installations and upgrades
 Consulting
 Training
 Enhanced Support
· This document will specifically refer to General Video Conferencing Service Offering. 



· Service Areas that depend on this service:  None. 
Recovery Objectives
Recovery Time Objective (RTO)
(RTO is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.)
· Objectives are not formally defined with Services and Customers.
· Service Team estimates II  <=12 hours in the case of partial service loss due to network, power or system malfunction. 
Recovery Point Objective (RPO)
RPO is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.

· Objectives are not formally defined with Services and Customers.
· Service Team estimates III <=24 hours
Recovery Team
In this section describe the other services, roles, and responsibility required for recovering this service.  
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Facilities
	Service Owner
	Data center, power, environment
	Reference OLA DocDB  4594

	Network Services
	Service Owner
	Network connectivity / DNS service
	Reference  SLA/OLA DocDB 4312 

	ESnet Collaboration Services
	Service Owner
	Network connectivity and operational status of video infrastructure 
	NA

	CERN Vidyo Services
	Service Owner
	Network connectivity and operational status of video infrastructure 
	NA

	EVO 
	Service Owner
	Network connectivity and operational status of video infrastructure
	NA

	Telephone Services
	Service Owner
	POTS network connectivity
	NA





Recovery Strategy
(Provide high-level recovery strategy for this service.  If there are specifics you can outline them.)
· No formal plan at this time. 
· Current strategy would be for the Service Team to notify videoconference room organizational owners of service outage and estimated time of recovery.
· Depending on scope, Service Team notifies Service Desk and CCD Management of outage. 
· The Service Team notifies Third Party Service Providers of service outage and estimated time of recovery. 



Strategy for initial recovery
(What will you do until essential services and functions are available.)
· No formal plan at this time.
· Current strategy involves assessment of impacted videoconference services 
· by scope: component of a room system 
· by location: building/ floor or site location (ex: BZero, DZero, etc) 
· by other Fermilab services: network or power
· by non-Fermilab services or 3rd Party Service Providers: ECS, CERN Vidyo, EVO, et al

· In the case of a failure or outage of a Polycom system which is covered under warranty the Service Team will assess and coordinate 24hr hardware replacement with Westcon Gold Seal.
· In the case of partial site outages affected users may be able to use alternate locations or network technologies (phone instead of IP network) for the service to continue. 


Overall recovery strategy
(High availability fail-over
Recover at another site or multiple sites
Build from scratch)
No formal plan at this time. 
· The current strategy is that the Videoconference Service Provider Team will review facilities and recommend recovery options with organizational owners. 
· In the case of partial site outages affected users may be able to use alternate locations or network technologies (phone instead of IP network) for the service to continue. 
· In the cases of severe damage to entire facility or full loss of services the Service Team will conduct walk-throughs of on-site videoconference facilities to assess impact of Service loss or impairment.   
· Evaluations will be taken of the facility, videoconference system components, and networks by physical examinations and connectivity tests.



Recovery Scenarios
(Please provide high-level checklist or plan for each recovery scenario.  If you have additional recovery scenarios that need to be accounted for because they require different procedures, please document them here.  If all the scenarios require the same response, then you can state that in this section then outline the plan. )
No formal recovery plan has been made.
An informal plan, from Service Team experiences and estimates are as follows.
· Full loss of services non-salvageable
· In the case of a full loss of service a minimal level of service will be provided where viable facilities exist or have been replaced. 
· The time to restore to minimal services, including 4 functional rooms at Wilson Hall, would be 30 to 45 days. 
· This estimate of restored service is based upon the receipt of acquired materials, availability of facilities, and underlying technology services such as networks, telephone, and internet access. 



· Severe damage to entire facility
· Minimal service will be restored to Wilson Hall by using available functional room systems or from salvaging usable room components. This process could take from 1 to three days per room depending on conditions.  
· Remaining rooms will be rebuilt from new components as approved by owner organization and in planned phases per room stakeholders. These rebuilt rooms would require two to six weeks to re-deploy depending on the receipt of acquired materials, availability of facilities, and underlying technology services such as networks, telephone, and internet access.


· Parts of site affected
· In the case of partial loss of site facilities, restoration of VC services in the affected area would be 2 to six weeks to re-deploy depending on the receipt of acquired materials, availability of facilities, and underlying technology services such as networks, telephone, and internet access.


(For the checklist/plan please use a list or table format to make this easy to pick up and use in a continuity situation.  Include links or references and location of actual recovery detailed procedures.  Document any key dependencies and command center reporting checkpoints.)
· No checklist/plan has been made at this time. 
Building not accessible (Data Center Available)
· Alternative collaborative tools and networks may be available from other on- or off-site locations.  For example, telephone calls can be used instead of videoconference end points either through phone bridging services, gateways or direct dial-ins.
· Off-site users may use laptops or mobile device end point video or audio applications to join meetings. 
Data Center Failure (Building Accessible)

· Alternative collaborative tools and networks may be available from other on- or off-site locations.  For example, telephone calls can be used instead of videoconference end points either through phone bridging services, gateways or direct dial-ins.
· In the case of partial failures (power, networks or systems) alternate on-site locations may be available. Videoconference room availability may viewed in FermiMail; owner organizations may publish room schedules on-line; or organizational room delegates can be contacted by phone, email or in person. 

Building not accessible and Data Center Failure
· Alternative collaborative tools and networks may be available from other on- or off-site locations.  For example, telephone calls can be used instead of videoconference end points either through phone bridging services, gateways or direct dial-ins.
· Off-site users may use laptops or mobile devices end point video or audio applications to join meetings. 
· In the case of 3rd Party Service failures commercial solutions may be recommended or provided or alternative technologies (phone instead of IP video). 

Critical recovery team not available
· The Videoconference Service Team consists of two people with overall knowledge of on- and off- site third party video- or audio-conference service providers. 
· The Service Team interacts with Division/Section/Center Liaisons, as described in the Videoconference SLA, who have varying technical and operational knowledge of local and off-site service providers. 
· Third-party video- and audio-conference service providers may have technical personnel available to assist with outages and interruptions.
Return to Operations
Document any requirements and tasks that would need to be completed in order to return to operations.  If you have procedures for returning to operations after a continuity situation occurs, then you can reference them here.
· Documentation for general use of services is available on line and in each videoconference room. http://computing.fnal.gov/videoconferencing
· Room specific recovery information is available to all WCS personnel. 
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