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[bookmark: _Toc330634020]1 INTRODUCTION

0. [bookmark: _Toc254867544][bookmark: _Toc254867881][bookmark: _Toc254868119][bookmark: _Toc254868231][bookmark: _Toc254874261][bookmark: _Toc254875694][bookmark: _Toc255372715][bookmark: _Toc330634021][bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]EXECUTIVE SUMMARY
This Operational Level Agreement (“OLA”) for the Server Backup and Restore Service with Fermilab Support Organizations documents:
· The service levels provided for the Server Backup and Restore Service
· The responsibilities of the Server Backup and Restore Service, Fermilab Support Organizations, and system administrators
· Specific terms and conditions relative to the standard Service Offering.
The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc255372716][bookmark: _Toc330634022]SERVICE OVERVIEW
The Server Backup and Restore Service provides a class of data protection via daily backups of data. The service is intended for customers wishing to be able to recover data from accidental deletion, hardware failure, or data corruption.  It is important for the customer to understand that the backup is performed once per day. Therefore, the data that is protected is a snapshot of the state of the data at that particular point in time. It is still possible to lose data if the data was changed/created and lost before a daily backup occurred.
This service is intended to protect traditional server data. This service is not intended as a replacement for the Mass Storage System (used to keep experimental data on tape) or as an archive service (retention of backup data > 1 year).
This service requires that the customer’s equipment is connected to the site-network and can be accessible by the Service via port 1967 TCP.
[bookmark: _Toc212977948][bookmark: _Toc213019255][bookmark: _Toc233013661][bookmark: _Toc255372717][bookmark: _Toc330634023]SERVICE DESCRIPTION
Information about the Server Backup and Restore service can be found at the following URL:
http://computing.fnal.gov/site-backups
· Service Monitoring: Click on the “metrics” tab in the link above to obtain metrics on the backup servers or to see a report of your backup jobs (updated daily)
· Service FAQs: Click on the “FAQ” tab in the link above to view the latest FAQ
Although the Server Backup and Restore Service is available to all support organizations, resources available to the service are limited. The total number of servers to back up as well as the total amount of data to be backed up should be negotiated. The customer should provide accurate numbers in far in advance as possible to help ensure that proper capacity is available within the service for the customer.
[bookmark: _Toc233013663][bookmark: _Toc255372718][bookmark: _Toc330634024]SERVICE OFFERINGS
Provide a more detailed definition of the service. If there is only one “offering” (one main selection for users), then one can merge the separate offering sub-sections.
[bookmark: _Toc233013664]STANDARD OFFERING
The backup and restore service is not intended to replace the Enstore system. The backup and restore service is intended to be used to backup system information (OS) and user areas located on network storage devices

OS and Network User Area backups
· TiBS Backup Software Client for supported platforms (http://computing.fnal.gov/site-backups, click on “FAQ”)
· Daily incremental backups of data
· 1 year data retention on tape (http://computing.fnal.gov/site-backups, click on “FAQ”, read the section on “What is the current tape rotation…” for full details).
· Restoration as needed via service desk requests (covered 8x5)
· Automatic client updates (per customer approval)
· Daily web reports on backup jobs
· Conversion of data from current generation tape technology to next generation tape technology when necessary*
· Consulting/System Administration Help with backup issues


This service is not intended for:
· Live backups of databases (Oracle, MySQL, SQL, etc). Database utilities must be used to create a backup file, which can then be backed up by the Service.
· Live backups of virtual images (VMWare, Xen, etc). Virtual Images must be quiesced prior to backing up. Otherwise, the resulting image restore would be useless
· Backups of NAS/filer snapshots

For a full list of capabilities, restrictions, please read the following:
http://computing.fnal.gov/site-backups and http://computing.fnal.gov/site-backups/faq.html .


* The Service owner will determine when the price/benefit of moving to a new tape technology makes sense. At this time, should the Service owner decide to move to the new tape technology, any conversion of existing data to the new technology will be the responsibility of the Service Owner.
[bookmark: _Toc233013665]ENHANCED OFFERINGS
Special Needs
If necessary, a dedicated and separate tape rotation may be created for customers with special needs. Should this be necessary, the service will work with the customer to identify the requirements and establish a new tape rotation that fulfills the requirements. The customer will agree to bear all the costs associated with providing this new class of service such as software, licensing, media, hardware, etc.
[bookmark: _Toc233013666] OFFERING COSTS
Costs for the standard service can be found at the following URL:
http://computing.fnal.gov/site-backups  in the section “Cost of Backup Service.”
[bookmark: _Toc233013667][bookmark: _Toc255372719][bookmark: _Toc330634025]LIFECYCLE MANAGEMENT CONTEXT
Plan
The Service owner, along with the customer, will help plan and, if necessary, requisition the proper storage/equipment/software required to meet the customer’s needs. Any equipment will be fully managed by the service provider. Any software required to run on the customer’s servers will be managed jointly between the Service owner and the customer.

Purchase
The Service Owner will create the purchase requisition orders along with the required documentation.  S/He will coordinate with the Building Facilities Managers to ensure that adequate floor space, power and cooling are available for the equipment.  S/He will coordinate with procurement, receiving, PREP and the vendor to ensure the proper installation of the equipment into the Fermilab Datacenter(s).

Deploy
Storage resources will be deployed in accordance to the Plan developed initially between the Service Owner and the customer.

Manage
The Service owner will manage and maintain the Server Backup and Restore service systems including the backup servers, tape library, tape drives, tapes, cleaning media and labels. The Service owner will keep a record of file names backed up and dates that those files were backed up.  Data will be kept on tape for no longer than 1 calendar year from the date the data was originally placed on tape.

Retire/Replace
Hardware will be replaced by the Service owners as part of a normal hardware lifecycle. Any conversions required due to such retirements, for example, retiring LTO-4 tapes because we are retiring LTO-4 drives and moving to LTO-5 drives, will be the responsibility of the Service owner.
Software replacements/updates will be provided by the Service owner as part of normal software updates or bug fixes. The Service owner, can, with the permission of the customer, update any client software versions that have been installed on the customer’s servers.
Any costs associated with hardware replacements, conversions, software upgrades/fixes have already been rolled into the costing model for this service. There are no additional charges for these replacements.
[bookmark: _Toc503156628][bookmark: _Toc503156692][bookmark: _Toc503156743][bookmark: _Toc503671483][bookmark: _Toc503674438][bookmark: _Toc504366410][bookmark: _Toc504449142][bookmark: _Toc506001052][bookmark: _Toc513861516][bookmark: _Toc513861657][bookmark: _Toc513861770][bookmark: _Toc514138105][bookmark: _Toc515072829][bookmark: _Toc518798641][bookmark: _Toc518806023][bookmark: _Toc518806337][bookmark: _Toc518806458][bookmark: _Toc518806511][bookmark: _Toc518806703][bookmark: _Toc518806859][bookmark: _Toc520512726][bookmark: _Toc520512799][bookmark: _Toc520512896][bookmark: _Toc520513024][bookmark: _Toc520513111][bookmark: _Toc520513167][bookmark: _Toc520513213][bookmark: _Toc520513583][bookmark: _Toc523638670][bookmark: _Toc523639930][bookmark: _Toc523639955][bookmark: _Toc527341341][bookmark: _Toc528462982][bookmark: _Toc528464562][bookmark: _Toc531588482][bookmark: _Toc149634277][bookmark: _Toc213019263][bookmark: _Toc254867553][bookmark: _Toc254867890][bookmark: _Toc254868128][bookmark: _Toc254868240][bookmark: _Toc254874270][bookmark: _Toc254875697][bookmark: _Toc255372720][bookmark: _Toc330634026][bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411] RESPONSIBILITIES
The Foundation SLA references Fermilab Computer Use and Security policies. The service should reference specific responsibilities or issues here.
[bookmark: _Toc255372721][bookmark: _Toc330634027]CUSTOMER RESPONSIBILTIES
The Customer agrees to:
· Provide funding for the services acquired as per the costing model.
· Convey pertinent information to the users about the content of this service agreement.
· Participate in OLA reviews
· Provide representation for Continual Service Improvement (CSIP) activities. CSIP activities can be triggered in the event of an OLA breach or as part of normal Service Owner/Customer meetings. During this time, the customer and Service Owner can discuss what services are working well, which are not, and come up with suggestions as to what areas need improvements.  During this time, the Service Owner may also discuss with the customer upcoming Service improvements/changes/additions and poll the Customer for an opinion regarding these topics.
· Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage will be provided to the customer via email and Operations meeting at least 2 weeks in advance of an outage.
[bookmark: _Toc255372722][bookmark: _Toc330634028]USER RESPONSIBILTIES
For clarity, the user is defined as System Administrators (Server Administrators) working for the various service owners (the customers).
The user agrees to:
Addition/Removal of Hosts from Backups
· Install the recommended TiBS Software client per install instructions
http://computing.fnal.gov/site-backups/faq.html
· Work with their customers to determine what data needs to be backed up and convey this information back to the Service owner.
· Work with their customers to determine what data no longer needs to be backed up and convey this information back to the Service owner via service desk ticket to remove such areas from backups.
· Open a service desk ticket indication what host to add/remove from backups as well as what areas needs to be backed up/removed.
Daily Operations
· Be accountable/responsible for all activity on their servers and to notify the Service provider if these activities will cause a failure to perform the service. For example:
· System is shutdown
· System is being replaced/renamed
· System is currently under a multi-day maintenance period
· Review the backup reports for their servers
[http://computing.fnal.gov/site-backups.  Click on “Metrics”, click on “Client Backup Reports”]
And report, via service desk ticket, any failed backup jobs that are unexpected.
· Be responsible for working with their customers should the Service provider notify the user that the activities on the server are detrimental to the Service. Examples include but are not limited to:
· High activity resulting in > 10% daily changes in the areas being backed up
· Backing up virtual server images  (restores would be useless)
· Backing up swap files (restores of these files would be useless)
Responsibilities in case of Multiple Backup Failures 
· Respond to inquiries regarding backup failures that are client related. The Service will open service desk tickets, assigned to the user’s group, notifying the user that there is a problem on their system that is preventing backups from completing. The ticket will include any information which may be helpful in troubleshooting the incident.
· In the event that backups have failed on a user server for 3 or more consecutive days without a follow-up to the service provider as to the cause of the failure, the service provider may remove that server from the backup service.  The Service Provider will provide a service desk ticket, assigned to the user/user group, specifying that such an action will occur.

Other Operational Responsibilities 
· Convey any server changes which may require changes to the Server Backup. Examples include:
· Changing (addition/removal of) physical disks
· Full upgrades of OS
· Data migrations from one location to another [which would require a new full backup be taken immediately after migration]
· When reporting an incident, the user must be available to work with the Service providers to troubleshoot and resolve the incident.  Any work/changes required on the user’s server should be performed by the user.
· Restore requests  via Service Desk, stating server, full path to file name, and date of restore requested.  

[bookmark: _Toc255372723][bookmark: _Toc330634029]SERVICE PROVIDER RESPONSIBILTIES
The Service provider agrees to:

· Provide the services described in section 2.
· Review daily backup reports. 

If issues exist within the Server and Backup Service systems (chasm or canyon backup server, tape library, TiBS software running on these systems), the Service Provider will rectify the situation and notify customer and users affected, specifying the issue, the impact, the resolution, and any follow-in work that may be required to be executed by the user.

If it is determined by the Service provider that the issue appears to be with equipment operated by the user, a service desk ticket will be opened, providing any information the Service provider may have that may help the user identify and correct the issue on their equipment.

· Provide daily reports of backup jobs
[http://computing.fnal.gov/site-backups.  Click on “Metrics”, click on “Client Backup Reports.
· Maintain adequate inventory of tapes, cleaning media, tape drives to maintain the Service.
· Monitor service infrastructure (backup servers, tape library, disks).
· Upgrade service infrastructure as necessary as part of lifecycle management or to rectify software bugs.
· Restore data as requested via incident tickets.
· Meet response times associated with the priority assigned to Customer issues as outlined in section 6.2.
· Maintain appropriately trained staff
· Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage will be provided to the customer via email and Operations meeting at least 2 weeks in advance of an outage.

[bookmark: _Toc212977949][bookmark: _Toc213019256][bookmark: _Toc254867554][bookmark: _Toc254867891][bookmark: _Toc254868129][bookmark: _Toc254868241][bookmark: _Toc254874271][bookmark: _Toc254875698][bookmark: _Toc255372724][bookmark: _Toc330634030]COMPUTER SECURITY CONSIDERATIONS
Please refer to the Foundation SLA.
For communication purposes, the Customer’s systems must allow communication over the site-network on port 1967/TCP (inbound and outbound) for the backup servers.
[bookmark: _Toc212977951][bookmark: _Toc213019258][bookmark: _Toc254867556][bookmark: _Toc254867893][bookmark: _Toc254868131][bookmark: _Toc254868243][bookmark: _Toc254874273][bookmark: _Toc254875700][bookmark: _Toc255372725][bookmark: _Toc330634031]SERVICE SUPPORT PROCEDURE
[bookmark: _Toc330634032][bookmark: _Toc255372726][bookmark: _Toc254867557][bookmark: _Toc254867894][bookmark: _Toc254868132][bookmark: _Toc254868244][bookmark: _Toc254874274][bookmark: _Toc254875701]REQUESTING  SERVICE SUPPORT 
Refer to the Foundation SLA.
[bookmark: _Toc255372727][bookmark: _Toc330634033]STANDARD ON-HOURS SUPPORT
[bookmark: _Toc254874275]HOURS
8:00AM – 4:30PM M-F excluding Fermilab Holidays.
[bookmark: _Toc254874276]SUPPORT DETAILS
[bookmark: _Toc254867558][bookmark: _Toc254867895][bookmark: _Toc254868133][bookmark: _Toc254868245][bookmark: _Toc254874277][bookmark: _Toc254875702]Support includes all descriptions listed in sections 2.2, 2.3 and 3.3. The person reporting the incident must be available for consultation from the support staff.
[bookmark: _Toc255372728][bookmark: _Toc330634034]STANDARD OFF-HOURS SUPPORT
[bookmark: _Toc254874278]HOURS
[bookmark: _Toc254874279]24x7 Support provided via phone (630-840-2345) for urgent and high-impact incidents only.
SUPPORT DETAILS
[bookmark: _Toc254867559][bookmark: _Toc254867896][bookmark: _Toc254868134][bookmark: _Toc254868246][bookmark: _Toc254874280][bookmark: _Toc254875703]Off hours support for backup and restore requests is for urgent and high-impact incidents only. All other off hours support is by prior arrangement only (see Special Support Coverage section below).
[bookmark: _Toc255372729][bookmark: _Toc330634035]SPECIAL SUPPORT COVERAGE
[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704]Organizations/customers can request additional support be provided on a temporary basis, for example, be available for weekend restore requests during a critical system upgrade.  These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.  
Requests for special support coverage should be made no less than 1 week before the date for which the coverage is requested. If the special support request spans longer than 1 week, the requester should increase the lead time by 1 week for each additional week of support required.
[bookmark: _Toc255372730][bookmark: _Toc330634036]SERVICE BREACH PROCEDURES
[bookmark: _Toc212977950][bookmark: _Toc213019257][bookmark: _Toc254867561][bookmark: _Toc254867898][bookmark: _Toc254868136][bookmark: _Toc254868248][bookmark: _Toc254874282][bookmark: _Toc254875705][bookmark: _GoBack]Refer to the Foundation SLA.
[bookmark: _Toc255372731][bookmark: _Toc330634037]SERVICE TARGET TIMES AND PRIORITIES
[bookmark: _Toc254867562][bookmark: _Toc254867899][bookmark: _Toc254868137][bookmark: _Toc254868249][bookmark: _Toc254874283][bookmark: _Toc254875706][bookmark: _Toc255372732][bookmark: _Toc330634038]RESPONSE TIME
Please refer to the Foundation SLA.
[bookmark: _Toc254867563][bookmark: _Toc254867900][bookmark: _Toc254868138][bookmark: _Toc254868250][bookmark: _Toc254874284][bookmark: _Toc254875707][bookmark: _Toc255372733][bookmark: _Toc330634039]RESOLUTION TIME
	Add new servers into system
	Restore requests
	Add/remove  file system from backups of servers that already exist in system

	
	
	

	Target Resolution Time @ 90% compliance:

	8 business hours (once negotiations on what is to be backed up has completed)
	Effort to start restoration of data within 4 business hours. Actual time to complete the restore will vary on how much data and hold old the data is that is being requested.
	4 business hours



[bookmark: _Toc254867564][bookmark: _Toc254867901][bookmark: _Toc254868139][bookmark: _Toc254868251][bookmark: _Toc254874285][bookmark: _Toc254875708][bookmark: _Toc255372734][bookmark: _Toc330634040]INCIDENT AND REQUEST PRIORITIES 
Please refer to the Foundation SLA.
[bookmark: _Toc254867565][bookmark: _Toc254867902][bookmark: _Toc254868140][bookmark: _Toc254868252][bookmark: _Toc254874286][bookmark: _Toc254875709][bookmark: _Toc255372735][bookmark: _Toc330634041]CRITICAL INCIDENT HANDLING
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc255372736]Please refer to the Foundation SLA.
Reminder: The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
[bookmark: _Toc330634042]CUSTOMER REQUESTS FOR SERVICE ENHANCEMENT
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713]Service enhancements are Customer requests for planned changes in service, for example, providing a data encryption service for data at rest. It is required that the customer and Service Owner meet to fully understand the requirements and expectations from the enhancement.  The customer will use these requirements to officially request a service enhancement via the service desk.
The Service managers will respond to requests for service enhancements received with appropriate advance notice within 7 business days. This time is needed to discuss issues regarding power, cooling, support and budget to determine if the enhancement request is possible.
[bookmark: _Toc255372737][bookmark: _Toc330634043]SERVICE CHARGING POLICY
[bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714]The service charging policy can be found here:
http://computing.fnal.gov, under the section “Cost of Backup Service”.
[bookmark: _Toc255372738][bookmark: _Toc330634044]SERVICE MEASURES AND REPORTING
The Service Offering dashboard for is available in the service desk application under the report section. The dashboard measures each offering for this service against the incident response and resolution times and request response times defined in the Foundation SLA. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.


[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc255372739][bookmark: _Toc330634045]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
Please see http://computing.fnal.gov/site-backup/faq.html.
[bookmark: _Toc212977956][bookmark: _Toc213019268][bookmark: _Toc233013685][bookmark: _Toc255372740][bookmark: _Toc330634046]APPENDIX B: OLA REVIEW PROCEDURE
The series of steps will be conducted on at least an annual basis.  Either the Customer, Service Owner or Service Level Manager may request additional reviews as necessary.
1. At least one month prior to the expiration of this agreement, the customer will be sent notification via email requesting that a face-to-face review be conducted between the Service Owner and the Customer regarding the Service.
2. During the review, customer may negotiate changes to the Organizational Level Agreement with the Service Owner.  Requests for changes are subject to approval based on the limitations of resources from the Service, a supporting organization, funding and effort available.
3. If additional meetings are required, those meetings will be held as necessary in order to renew the OLA prior to expiration.
4. Upon agreement, all concerned parties will sign the document and renew the agreement for a period no more than 1 year.
5. [bookmark: _Toc213019269][bookmark: _Toc233013686]Should an agreement not be reached prior to the expiration date, service will continue on a month to month basis using the existing OLA agreement requirements. 
[bookmark: _Toc330634047][bookmark: _Toc213019270][bookmark: _Toc233013687][bookmark: _Toc255372741]APPENDIX C: OPERATIONAL LEVEL AGREEMENT (OLA) CROSS-REFERENCE 
This service depends on:
4312 Networking Services Service level Agreement
4311 Network-attached Storage Hosting Service Level Agreement
[bookmark: _Toc330634048][bookmark: _Toc255372742]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
This service has underpinning contracts with:
· Sun/Oracle Maintenance contract for Backup Servers
· Nexsan maintenance contract for disk cache
· HDS maintenance contract for DB disk resources
· BlueArc maintenance contract for NDMP server 
· TiBS software maintenance contract for TiBS backup software
· SpectraLogic maintenance contract for SpectraLogic tape library
· 4594 Facilities Underpinning Contract
[bookmark: _Toc255304211][bookmark: _Toc255372743][bookmark: _Toc330634049][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
No terms and conditions have been negotiated for any customers.
[bookmark: _Toc255372746][bookmark: _Toc330634050]APPENDIX F: ESCALATION PATH
See Foundation SLA
[bookmark: _Toc255372747][bookmark: _Toc330634051][bookmark: _Toc176148663][bookmark: _Toc233014578]APPENDIX G: ITIL PROCESSES ACROSS SERVICE BOUNDARIES
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