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[bookmark: _Toc288551313][bookmark: _Toc523878297][bookmark: _Toc436203377][bookmark: _Toc452813577]

[bookmark: _Toc340477938]Introduction
[bookmark: _Toc105907880][bookmark: _Toc106079190][bookmark: _Toc106079515][bookmark: _Toc106079784][bookmark: _Toc107027560][bookmark: _Toc107027770][bookmark: _Toc288551314][bookmark: _Toc340477939]Purpose of Capacity Plan
This capacity plan provides an analysis of existing service capabilities and best-estimate funding requirements for the year. The analysis is based on trends of the existing support resources, current and expected SLA requirements, and currently understood plans for improvement from the service owners and Service Level Management.
In the initial stages however, this capacity plan will provide metrics and near-term (3-6 month) funding requirements until the enough data is available to understand and be able to predict consumption of service resources.
[bookmark: _Toc288551315][bookmark: _Toc340477940]Service Overview
[bookmark: _Toc288551316]The IT Server Hosting Service provides customers a Windows, Linux, or Solaris based server that meets customer requirements and the operations standards required by Fermilab. These servers will be managed by central system administration staff and monitored to ensure the customer receives an optimal server with necessary availability. The IT Server Hosting Service also provides technical assistance in selection between virtual or physical configurations as well as aid in setup and configuration of application software. The IT Server Hosting Service is described by the Operational Level Agreement for IT Server Hosting, available at:
https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=4316 
[bookmark: _Toc340477941]Assumptions/Constraints
[bookmark: _Toc288551317][bookmark: _Toc106079198][bookmark: _Toc106079523][bookmark: _Toc106079792][bookmark: _Toc107027566][bookmark: _Toc107027776]This Capacity Plan assumes that the service will be implemented and operate as is for the coming year. Unless otherwise stated, this plan assumes no significant changes in service implementation, no significant changes in user demand, over this period of time.

This Capacity Plan assumes there are sufficient infrastructure resources, such as Facilities.

This Capacity Plan treats marginal costs, the costs to add or remove capacity to an existing service, unless otherwise noted. Neither maintenance and operations costs for the service, nor the costs to research potential changes to the service, are considered in this plan.
[bookmark: _Toc337027454][bookmark: _Toc337027445]

[bookmark: _Toc340477942]Plan Summary
[bookmark: _Toc340477943]Capacity Management Summary
The following table summarizes the capacity plan for this service:
	Capacity
Metric
	Capacity
Requirement
	Predicted Growth + Timescale
	Capacity
Threshold
(Linux,
Windows)
	Threshold Response Strategy/Tuning
(Action to Be Take Upon Reaching Threshold(s), includes any tuning or demand management strategies)

	Server Disk Capacity
	Per monitoring Report
(See Section 3.9)
	Per monitoring Report
(See Section 3.9)
	90%
90%
	Upon alert, we will notify the owner who will determine the course of action (initiate data clean-up, purchase additional disk, etc.).

	Server CPU Utilization
	Per monitoring Report
(See Section 3.9)
	Per monitoring Report
(See Section 3.9)
	80%
80%
	Upon alert, we will notify the owner who will determine the course of action (initiate process clean-up, purchase additional CPU, etc.).


The table contents are described in detail in Section 3 Capacity Analysis.
[bookmark: _Toc340477944]Risks
1. [bookmark: _Toc337027456]The ability to do historical monitoring for windows servers is extremely limited and therefore has an impact on the ability to trend or predict growth. Real-time capacity events are being monitored, however.
[bookmark: _Toc340477945]Recommendations
1. [bookmark: _Toc337027458]If financially feasible, implement some type of monitoring that provides historical (~1 year) of data for trending and analysis.  If this is not possible, determine a strategy for mitigating this risk.  For example – purchases will ensure that systems are provisioned with at least 2-3x the required resources.
[bookmark: _Toc340477946] Decisions
1. [bookmark: _Toc337027459]Work with Event Sentry to determine if historical measurements can be obtained. If not, invest effort available into migrating monitoring to Solarwinds.
[bookmark: _Toc340477947] Next Review Date
9/30/2013

[bookmark: _Toc340477948]Capacity Analysis
[bookmark: _Toc340477949]Capacity Metrics and Processes
This service has distinct technical infrastructure which is managed via the following metrics:
· Server Disk Capacity
· Disk capacity is monitored and will automatically trigger an alert once a threshold is exceeded.  Disk capacity needs are evaluated as needed to determine if additional disk space will be needed or if some type of demand management (i.e. data clean-up) will need to be initiated in the near future.
· For FY13, we plan to implement quarterly evaluations.
· Server CPU Utilization
· CPU usage is monitored as needed when a performance problem occurs.  CPU monitoring does have a negative impact on resources so it is performed for a short period of time (typically 24 hours) to provide data for analysis.

This service also relies on the capacity management processes and plans of the following services:
· Virtual Server Hosting
· https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=4612 

In addition, staffing resources need to be considered for the capacity planning for this service. Staffing levels will be reviewed, reported, and updated yearly in the Tactical Plan for IT Server Hosting Service available at
https://cd-docdb.fnal.gov:440/cgi-bin/ShowDocument?docid=4845 
[bookmark: _Toc337027446][bookmark: _Toc340477950]Capacity and Performance Requirements
[bookmark: _Toc337027447]Capacity and performance requirements are only identified in the case of specific, major concerns or projects – there is no comprehensive analysis of capacity across all servers in a consistent set of capacity dimensions.
Requirements are gathered from the system owners/users along with trending from metric and histories.  This information is applied during budget/planning periods and as projects is identified and approved.
[bookmark: _Toc340477951]Trending and Predictive Analysis
Capability in this area is quite rudimentary.   Usually such capability only exists where a capacity problem or suspected problem has been identified and special capacity utilization capture capability (scripts, etc.) have been put in place.   Some historical data exists for certain dimensions from current monitoring tools, so this is available for use when needed (but, again, this is usually used on as required basis as triggered by reported problems – there is no systematic analysis of trending and future capacity in place uniformly across the service).   Future planning should minimally include basic linear quarterly trend analysis based on metric history data.
[bookmark: _Toc337027448][bookmark: _Toc340477952]Impact of New Technology/Techniques/Upgrades
The service can predict the impact of major upgrade or project implementations, as they are known in advance.   For example, the added capacity needs of the EBS R12 or PeopleSoft upgrades indicated a need for more powerful servers (and, related to this, newer servers not nearing end-of-service-lifetime), so planning was included for acquiring and implementing new servers.   New releases of operating systems are studied in advance to determine whether additional storage, memory, or disk space is required when compared to the current release.
[bookmark: _Toc340477953]Thresholds and Responses
[bookmark: _Toc337027449][bookmark: _Toc337027450]See Sections 3.1 and 3.9 for this information.
[bookmark: _Toc340477954]Externally Driven Mandates
[bookmark: _Toc337027457]There are no externally driven mandates for this service at this time.
[bookmark: _Toc340477955]Cost and Budget
Budget to address the risks and perform the recommendations for this service are reflected in the tactical plans of this service and any of those services listed in Section 3.1.
[bookmark: _Toc340477956]Planning Integration
[bookmark: _Toc337027451]Capacity requirements are covered within the tactical plan, to some extent.   The tactical plan addresses major capacity issues where they have been identified.   Note that since this service covers around 500 servers serving nearly as many individual up-stream services, capacity planning isn’t done for every individual server.  As individual servers are found to have capacity issues (usually as a result of incident or problem investigating), plans for addressing the individual server capacity issue are made with the dependent service owner (who usually has the responsibility to fund capacity increases).
There are approved activities and budget line items to execute against for major capacity issues (like the need to add additional disk space for key file servers or web server space or the need to replace or supplement an underpowered server).
[bookmark: _Toc340477957][bookmark: _Toc337027452]Monitoring and Reporting
Windows Server Hosting:
· EventSentry is used to monitor disk capacity continuously on the servers and will send email to members of the WSS team once an area reaches 90% full. Upon alert, we will notify the owner who will determine the course of action (initiate data clean-up, purchase additional disk, etc.).
· Plan for FY13 includes automatic creation of an incident ticket in ServiceNow.
· EventSentry is also used to generate a CPU usage report as needed should problems arise due to expected CPU resources (underpowered server).

Linux/UNIX Server Hosting:
· Monitoring software and reporting have been deployed.  Reports and graphs can be found here:
Component CPU and Disk Capacity Reports for Linux/UNIX Server Hosting

		Version: Error! Unknown document property name. Error! Unknown document property name.

For both Windows and Linux/UNIX server hosting, the actual CPU and disk capacities on each server is the required CPU and disk capacity. 
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[bookmark: _Toc104351547][bookmark: _Toc104351552][bookmark: _Toc104351553][bookmark: _Toc104351554][bookmark: _Toc104351584][bookmark: _Toc104351624][bookmark: _Toc104351625][bookmark: _Toc104351636][bookmark: _Toc104351660][bookmark: _Toc104351663][bookmark: _Toc104351665][bookmark: _Toc104351690][bookmark: _Toc104351702][bookmark: _Toc104351703][bookmark: _Toc104351748][bookmark: _Toc104351750][bookmark: _Toc104351761][bookmark: _Toc104351763][bookmark: _Toc104351787][bookmark: _Toc104351788][bookmark: _Toc104351810][bookmark: _Toc104351812][bookmark: _Toc104351813][bookmark: _Toc104351814][bookmark: _Toc136837066][bookmark: _Toc106079533][bookmark: _Toc107027580][bookmark: _Toc107027790][bookmark: _Toc340477958]Appendix A: Capacity Plan Approval
The undersigned acknowledge they have reviewed the Fermilab Capacity Plan and agree with the approach it presents. Changes to this Capacity Plan will be coordinated with and approved by the undersigned or their designated representatives.
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APPENDIX B: Capacity Reports 
The following table summarizes the reports available.
	Document Name and Version
	Description
	Location

	Q4FY12 Capacity Report
	IT-Server Hosting Q4FY12 Capacity Report
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