IT Service Continuity Plan –IT Server Hosting

[bookmark: _GoBack]Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area:    IT Server Hosting
Service Offerings:  Windows, Linux and Solaris OS servers 

Service Areas that depend on this service:  
Database Hosting  (financial,  administrative,  scientific)
Email and Messaging (and Calendar) 
Central Web Hosting
Recovery Objectives
Recovery Time Objective (RTO)
(RTO is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations)
· RTO objectives are currently not formally defined. 
· Need to work with Service Owners / Customers to determine objectives.  

· Estimates based on existing SLAs/OLAs and our experience:
· Single production server hardware loss:  < 8 business hours
· Multiple production server  hardware loss (data center intact): 8-24 hours per server depending on quantity of damage,  availability of VMs, spare hardware, underutilized hardware.
· Loss of all servers (data center):  including procurement, setup, restoration:  4-8 weeks




· Recovery Point Objective (RPO)
(RPO is defined as the maximum interval of data loss since the last backup that can be tolerated  and   still resume the business process)           
· RPO objectives are currently not formally defined.  
·  Need to work with Service Owners / Customers to determine objectives.   
· Estimates based on current backup/restore parameters :
· One business day – depending on availability of restore services
Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Network Services
	Service Owner
	Network connectivity / DNS service
	Reference  SLA/OLA DocDB 4312 

	Network Attached Storage
	Service Owner
	Must be able to connect to and access SAN, NAS  and AFS data volumes
	Reference SLA/OLA  DocDB 4311  

	Virtual Server Hosting
	Service Owner
	Must be able to boot up our Virtual Machines
	Reference OLA  DocDB 4612

	Facilities
	Service Owner
	Data center, power, environment
	Reference OLA DocDB  4594

	Back and Restore
	Service Owner
	We must be able to get our system images restored
	Reference OLA DocDB 4315

	IT Server Hosting
	Service Owner
	Need to marshal recovery team, coordinate with other service owners, drive recovery operation
	4-8 business hours

	Authentication Service
	Service Owner
	Preferred availability to allow multiple system admins to login to servers.
	Reference SLA DocDB 4314





Recovery Strategy
Provide high-level recovery strategy for this service.  If there are specifics you can outline them.
· No formal plan at this time.  
· Current informal strategy is to handle on a case by case basis:
· Communicate and cooperate with Service Desk, Service Manager,  higher level management
· Communicate and cooperate with OLA partners 
· Recover/replace  lost/damaged hardware assets:
· Minor (part) failures:  
· Repair under vendor warranty
· Repair under  Dell Managed Services contract
· Repair via Dell Managed Services Time and Materials
· Migrate  server image to Virtual Machine
· Mid-range  failure (one or several complete servers):  
· Replace with non-production hardware and restore 
· Migrate server image to Virtual Machine
· Utilize expedited procurement procedures to purchase replacement hardware
· Major (multiple servers  and/or data center) failure
· Migrate Server images to FNAL-based VMs if available
· Utilize expedited procurement procedures to purchase replacement hardware
· Restore system images/data from backups in all cases

Strategy for initial recovery
What will you do until essential services and functions are available.
· No formal plan at this time.  
· Current informal strategy typically involves:
· Assessing the situation and stabilizing servers to extent possible.
· Informing the Service Desk and Service Owners.
· Informing, upper management of situation and status.
· Contacting and marshaling additional team resources as required.
· Contacting OLA partners we depend on to ascertain recovery status their services, if necessary.
· Communicate and cooperate with all interested parties to develop and execute a plan of action to restore services as soon as possible.

Overall recovery strategy
High availability fail-over
· No formal plan at this time.
· Informal plan is to triage lost servers based perceived importance of specific servers to the lab’s functionality and work to restore servers based onthat  triage order.
· Some HA capabilities with Exchange, Sharepoint and other critical services
Recover at another site or multiple sites
· No recently reviewed, formal plan at this time.
· Some cool/warm DR site capability for financial servers .  (Off-site host/storage/network/tape-restore capability is available at ANL.  Upgrades to infrastructure and plan in progress)
· Some capability (room , power, network) available in LCC
Build from scratch
· No formal plan at this time.
· Some possible options are new VMs (if VM service available), cloud VMs (if network available), disaster recovery site (ANL), expedited procurement/rental of new equipment and/or data center.
Recovery Scenarios
Please provide high-level checklist or plan for each recovery scenario.  If you have additional recovery scenarios that need to be accounted for because they require different procedures, please document them here.  If all the scenarios require the same response, then you can state that in this section then outline the plan. 
For the checklist/plan please use a list or table format to make this easy to pick up and use in a continuity situation.  Include links or references and location of actual recovery detailed procedures.  Document any key dependencies and command center reporting checkpoints
· No formal checklists at this time.  Would make use of information listed above in Initial Recovery and Overall Recovery strategies  
Building not accessible (Data Center Available)
· No formal plan at this time.
· Some remote-fix  capability possible depending on circumstances
Data Center Failure (Building Accessible)
· No formal plan at this time.
· Data center floor separation allows for some recovery possibilities
Building not accessible and Data Center Failure
· No formal plan at this time (see 2 preceding items)
Critical recovery team not available
· No formal plan at this time.
· Informal strategy would be to involve vendors and use expedited procurement to employ contracted engineers.
Return to Operations
Document any requirements and tasks that would need to be completed in order to return to operations.  If you have procedures for returning to operations after a continuity situation occurs, then you can reference them here.
· No formal plan at this time
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