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SCF/FEF GPCF Upgrade and Expansion Plan 

This document describes the FY11 upgrade and expansion plan for GPCF.  The plan involves implementing additional “interactive” machines, increasing the amount of memory in all existing systems, re-architecting the storage backend, and adding D0 machines.

Note: Facilities, networking, and migration sections of the plan require details and refinement.  The focus of this document is to outline the hardware configuration for GPCF during FY11.

The purpose of upgrading and expanding GPCF is twofold:

1. Expand the capacity and reliability of GPCF as the facility continues to grow and diversify.  Adding additional RAM to existing systems will allow us to increase total capacity.  Leveraging Fermilab's existing Compellent storage array will allow for further hardware storage redundancy.

2. Migrate the functionality of the no longer supported D0 Virtual Iron cluster to GPCF. We also want to build up the D0 virtualization infrastructure so we can efficiently ramp down as D0 offline computing demand starts to decline. 

Hardware Upgrades
· Upgrade memory on all existing GPCF nodes to 48GB 
· Purchase 138 4GB DIMMs (Req CD116394)
· Migrate existing backend storage from SataBeast to dual fabric, centrally managed Compellent storage. 
· GPCF will be provisioned 24TB (raw)  of storage on the Compellent  array.
· Make all DOM0/Interactive machines dual FC ported so each system can have a independent connection to both SAN fabrics.
· Double-up existing single port HBAs in 8 machines
· Purchase 14 dual port 8Gb HBAs for remaining systems (Req CD116420)
· Swap the 2 Brocade 300 FC switches for 2  x 40port Brocade switches.  
· Purchase port licenses and SFPs for 32 ports additional ports to give us a total of 52 usable FC switch ports.  Keep in mind that each device connected to the SAN will require 2 switch ports.

Expansion
· Expand GPCF to include functionality currently provided by the D0 Virtual Iron cluster
· Purchase 3 machines to be used for D0 VMs
· Repurpose an existing D0 node to act as OVM manager for GPCF D0 machines. 
· D0 machines will function independently of existing GPCF systems.  D0 will not have access to GPCF batch nodes. 
· D0 users will not have access to GPCF provisioned storage.
· Re-provision 6-8 existing “worker nodes” to “interactive nodes”
· [bookmark: _GoBack]Increase number of machines covered by OVM maintenance licenses by 8 for a total of 23 licensed systems (Req CD116421)

Facilities and Networking 
· All systems attached to the SAN will reside in FCC2
· A networking plan needs to be developed.
Migration 
· Physically move systems from GCC to FCC2
· Migrate D0 VM from Virtual Iron cluster to GPCF
· Migrate from SataBeast backend storage to the Compellent array
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