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. I0Zone 350 250 (70 on
+ Set the scale: measure storage metrics from running experiments to set the scale on expected Lustre on Bare Meta_l has the best pgrformance_ as an VM) (
bandwidth, typical file size, number of clients, etc. external storage so_lutlon f_or the roo_t skim application use Lustre
*  http://home.fnal.gov/~garzogli/storage/dzero-sam-file-access.html case (fast read / little write). Consistent performance for Root-based 12.6 )
* http://home.fnal.gov/~garzogli/storage/cdf-sam-file-access-per-app-family.htmi general operations (tested via iozone).
» Install storage solutions on FermiCloud testbed: Lustre, BlueArc, Hadoop, OrangeFS » Consider operational drawback of special kernel I0Zone 50 - 240 80 - 300 Varies on
* Measure performance _ : * On-board clients only via virtualization, but server VM~ ,_ | replicas
 Run standard benchmarks on storage installations. allows only slow write. adoop
« Study response of the technology to real-life (skim) applications access patterns (root-based) . : Root-based 7.9 -
, . ; . . Hadoop, OrangeFS, and BlueArc have equivalent
« Use HEPIiX storage group infrastructure to characterize response to Intensity Frontier (IF) :
g performance for the root skim use case. s
applications : . . I0Zone 300 330 Varies on
 Fault tolerance: simulate faults and study reactions * Hadoop has good operational properties (maintenance, conditions
- Operations: comment on potential operational issues. Clients on Virtual Machines: can we take fault tolerance) and a fast name server, but performance is ~ BlueArc
advantage of the flexibility of cloud resources? not impressive. Root-based 8.4 -
 BlueArc at FNAL is a good alternative for general _
operations since it is a well known production quality I0Zone 150-330 220-350 Varies on
solution. OrangeFS name nodes

* The results of the study support the growing deployment of
I0Zone Data Access TeSts Lustre at Fermilab, while maintaining the BlueArc AR EERE Sl -
Writes 2GB file from each client and performs read/write tests. ' infrastructure.
Setup: 3-60clients on Bare Metal (BM) and 3-21 VM/nodes.
Root-based applications
Used off-line root-based framework (ana) of the Nova neutrino Intensity Frontier (IF) experiment.
Ran a "skim job" that read a data file and discarded large fraction of events. Reads stressed

storage access; writes proved CPU-bound" L t
Setup: 3-60clients on Bare Metal and 3-21 VM/nodes. u S re
MDTest
Different metadata FS operations on up to 50k files / dirs using different access patterns.
: Setup: 21-504 clients on 21 VM. :
% Ext. Clts vs. Lustre BM Srv. 100000 ONBrd & Ext. Clts vs. Lustre Virt. Srv. "
(Baseline) oo \

900000

A 350 MB/s read
BlueArC A 250 MB/s write

350 MB/S read Initial write/8 VMs
Initial write B\ . Initial zfigﬁ ms
Rewrite 500000 70 M B/S erte Read/1 VM
Read . Initial write/FCL client
Re-read 400000 - (250 MB/s write on BM ) Read/FCL client
Random read Read a N .
T

Random write 300000 > >

> > >
200000 OnBrd clts

- 100000 | Write
IOZone Performance - BA area /nova/data - 6 VM vs. BM Machines I0Zone Performance - Initial Write BA area /garzogli-tst/test ————i —o 6——9 a
6 VM w/ diff. eth. buffer size 0
0 5 10 15 20 25 30 35 40 45 50

500000 300000 200000 B ;
__ o BM = 5725 0am i
450000 . @6 VM - 525 2am - 100000 # Clients

" : 250000 txqueuelen=500
400000

IS ERY |

600000

KB/sec

500000

400000

—
KB/sec

300000

Striping vs Non-striping among data nodes

oUO0Z0]

6 VM - 5254am - 0 700000
' / A 200000 *g(?/ﬁaegesl/eztela?? 4 6 B 1012 14 16 18 20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 —w=HosSiriping ITbWrke
_—— \ a " . txqueuelen=2000 3 5 7 9 11 13 1517 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 500000 A No Striping o No Stripig TBRead
0 s ‘V; 2 E [ # Clients With Striping, ITBWrite
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< 250000 o @ ° Read. same fOI" Bare Metal and VM Srv rping —s—Wiith Striping FCL Write
& 100000 N (Wl virtio net drv.) & 400000 ; —s—With Striping, FCL Read
200000 2 g With striping, ITB read,
: ; * Read: OnBrd clts 15% slower than Ext. clts g = : anomaos
6660 | soo00 | For these “reasonable” values of txqueuelen, O t sianifi t 300000 N
350-400 MB/s read o we do NOT see any effect. on write performance (no significant) Read
100000 o kel wie §6BM; 0 : *  Write: Bare Metal srv 3x faster than VM srv 200000
H @ initial_write (6VM 0 5 10 15 20 25 30 35 40 45 50 0q - i
50000 300-340 MB/s write | e cem) # Clients « Striping has a 5% effect on reading, none on -
A d (6VM m iti 100000
i read (6VM) . _ writing. _ e = ——
o s 10 15 20 25 30 35 40 45 5o || [Client Eth interface txqueuelen + No effect changing number of cores on Srv )
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Bridge Flost 1000 NotdSL6 may have better write performance i 8 0 B A B B 8 £ & L

Host
+ Bare Metal Reads are (~10%) faster than VM Reads.  |cicnttansmt Host / VM bridge | 500, 1000, 2000
« Bare Metal Writes are (~5%) faster than VM Writes. =1 [vm 1000
, - Servers Varying the eth buffer size for
Note: results vary depending on the overall system conditions (net, . Ave Bandwidth with 21 ITB nova client vs. Bare Metal Ave Bandwidth with 21 ITB nova client vs. Virtual Server Ave Bandwidth with 21 FCL nova client vs. Virtual Server
storage, etc.) BlueArc the client VMs does not FC Lustre FC Lustre FC Lustre
k change read / write BW. e mean = 12355 g mean = 1227 s wean - 1302
Ave Bandwidth with 11 nova clients on bare metal Ave Bandwidth E\;ilithf: ITB nova clients Ave Bang\xidth w!ith 4;3](r;ova clients m : S ’ ¢ o é S ’ ’ ¢ ° %o T : S o
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i Pharea overe . _ . |Read — Ext. Cl. vs BM srv. .| Read—ExtCl.. vs. virt. srv . |Read — On-Brd Cl. vs. virt. srv. (@)
" 11 BM Clts R - sTeTr-TTT O ~ |BW=12.55 = 0.06 MB/s " BW=1227 +0.08 MB/s " IBW = 13.02 = 0.05 MB/s =l
=S | o 32e8e2T, 2g22iccdlcs 49 VM Clts o 2{(1¢cl. vs. b.m. 15.6 =0.2 MB/s) 1 (11TBcl.: 15.3 = 0.1 MB/s) (1. FCLcl.: 14.4 = 0.1 MBIs)
g i _g T ! _'{)‘— = -g T w2 g i . I 5 C:i:nt index ; ; 5 C:i:nt index ) : . = . = w
@ oo d ° ! ToT " E i s ™ 21 VM Clts e HI IIIHHTITTTTHIHIHEHEHQMHH i i i Virtual Clients as fast as BM for read.
] L2 2 1 1 ljﬂillﬁ°EﬁiﬂﬂﬂﬂiﬂM@PMl m Non-Striped Bare Metal (BM) Virtual Server is almost as fast On-Brd Cl. 6% faster than Ext. cl. m
g = g ] g = i + Server: baseline for read (ext. cl.) as Bare Metal for read (ext. cl.) (Opposite as Hadoop & OrangeFS ) :
] a | I " : Relative Proc. Time and Bw wf 49 nova clts vs.
@ J Ave Bandwidth with 21 ITB nova client vs. striped Virtual Server Ave Bandwidth with 21 FCL nova client vs. striped Virtual Server Virt. Srv. - FC Lustre :
n FC Lustre FC Lustre
mean = 8.38 " mean = .15 mean = 7.8 2 =
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) Read BW is essentially the same on Bare Metal and VM. g ° g S F e * * . .
Root-app Read Rates: m . - : n’ ;} 5 . & - x
21 Clts: 8.15 + 0.03 MB/s Note: NOVA skimming app reads 50% of the events by design. On BA, g 0009000 ;900000 °% %000 s ° e = s _ o <« " §
( Lustre: 12.55 + 0.06 MB/s OrangeFsS, ar;d Hadoop, clients transfer 50% of the filg. D s ® .| 4MB stripes on 3 OST 4 _ | 4MB stripes on 3 osT —— % m < dﬂxp":: (ﬁpooooosodf’p | @ :g:
Hadoop: ~7.9 = 0.1 MB/s ) ]E)n I#Jstre 85%, because the default read-ahead configuration is inadequate x " | Read - Ext. Cl. vs. virt. srv. " |Read — OnBrd Cl. vs. virt. srv. : o i .
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Clients do NOT all get the same share

\ of the bandwidth (within 20%).

| Storage Testbed
Metadata Rates Comparison for File / Dir stat (ops/sec) ‘ 9 . .
Bare Metal” Clients / Servers  On-Board vs. External Clients

MetaData Comparison
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R —4—LustreBM - File stat 6 Disks Cloma: \\ (21 r:?Mes ) BA = TB Domo0: \ (7 nodes -
~@~Hadoop - Dir stat ) 8 CPU ) Glisks -8 CPU \ 21 VM) EA
50000 OrangeFS - Dir stat h 24 GB RAM mount mount p— = 24 GB RAM mount mount
40000 +—LustreBM - Dir stat ’ Storage Servers — — Opt. Storage
1 + SL5 kernel 2.6.18-164.11.1 Server VM
\ * CPU: dual, quad core.Xeon
B Lustre Pt on Board
A o + Disk: 6 SATA disks in RAID 5 « CPU: dual, quad ClientviM \ )
A for2 TB + 2 sys disks core Xeon
20000 //,/" ———— { hdparm 99;/76.94 MB/sec ) @ 2.:a(seHzX \i?.’f:
/ + 1 GB Eth + |IBcards 4 MB cache; 16 7 X
10060 g ’ /]\ GB RAM.
A 0 FS (4nn /3 dn) s v ] e et - ITB clients vs. Lustre Virtual Server
range nn n ‘ machine; 2 cores KM ek - FCL clients vs. Lustre V.S.
0 g l \ // /2 GB RAM each. \cores/ 2 GB RAM each. // iy i Il?rnBScTisentSusSr,eLUtre VR
21 48 63 . 126 252 504 i \ \\ / \ / k N— /
3 Slients - ITB clients vs. Lustre “Bare Metal” -
Hadoop Name Node scales better than On-Brd Client VM run on the same host as the

OrangeFS W storage server.
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OrangeFS Read Performance OrangeFS Write Performance
Hadoop Read Performance Hadoop Write Performance 10Zone -4 BM Cl. vs. 21 VM Cl. {7VM x 3 Hosts) 10Zone - 4 BM Cl. vs. 21 VM Cl. {7VM x 3 Hosts)
. 400000 400000
10Zone - BM vs. 21 VM (7VM x 3 Hosts) - 1,2,3 Replicas — 10Zone - BM vs. 21 VM (7VM x 3 Hosts) - 1,2,3 Replicas
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~@—Read 21VM external - 2 repl. ——Write 21VM external - 2 repl. »
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# Clients # Clients On-Board Bare Metal clients read almost as fast On-Board Bare Metal clients write 80% slower
. . . . : as On-Board VM (faster config. w/ 4nn and 3 dn than VM clients: possibly too many processes
On-Board Bare Metal clients reads gain from On-Board Bare Metal client writes gain from o ( 9 )f - o o1
but 50% slower than VM cl. for many processes: for the OS to manage.

kernel caching, foro a few clients. For many  kernel caching: generally faster than VM clients possibly too many procs for the OS to manage. _ _
clients, same or ~50% faster than On-Board VM Write performance NOT consistent. On-Board

and ~100% faster than External VM clients. On-Board VM client 50%-200% faster than On-Board VM Clients read 10%-60% faster than VM clients generally have the same perf. as
Extermal VM clients.

. External VM clients. External VM clients. One reproducible 70%
External VM Clients up to 100% faster than On- Al VM write scale well with number of clients. slower write meas. for Extelr')nal VM (4 nam:a
Board VI clients. For External VM client it d : Using 4 name nodes improves read nodes when each nn serves a fraction of the cl.)
, : : ol sl clients, wriieé speed scaies performance by 10%-60% as compared to 1
Multiple replicas have little effect on read BW. almost linearly with the number of replicas. name node (different from write performance). rsTie) A T T T [T T ST P (6
Best performance when each name node serves External VM (reproducible). Different from read
a fraction of the clients. performance.
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Ext (ITB) clients read ~5% | (Lustre on Bare Metal was — 1 L 2 O Bomrd =1 , : , , I
faster then on-board (FCL 12.55 = 0.06 MB/s Read ) i _ . | . .
clients ( ) At saturation, External clients m ° 10 18 e . 1 €0 = s m
Number of replicas has read ~10% faster than On-Brd % Client index At saturation, on average External clients )
minimal impact on read clients.. (Same as OrangeFsS. x External (ITB) clients read ~7% faster then read ~10% faster than On-Board cl. (Same as x
bandwidth. Different from Lustre) on-board (FCL) clients Hadoop. Different from Lustre virt. Srv.)
. (Same as Hadoop. Opposite from Lustre i
External and On-Board clients virt. Srv.) External clients get the same share of the bw
get the same share of the bw among themselves (within ~2%) (as Hadoop).
among themselves (within ~2%). On-Board clients have a larger spread (~20%)

(as Lustre virtual Server.).
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