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Open Science Grid

The Open Science Grid (OSG) is a consortium of more than 100 institutions including
universities, national laboratories, and computing centers, and about 80 communities
of researchers. The sites provide computational resources under a common interface.
[1] Running jobs on OSG is useful when a community needs more computation than
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Introduction

their existing resources can supply.

OSG has a User Support group that helps new communities to start using OSG. This
poster describes application requirements for some of these new communities, and

Other communities with similar requirements could consider similar solutions.

the processes and workflows that User Support chose to meet those requirements./
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lon Collider
(EIC) is a proposed facility
for studying the structure of
nuclei. The users need to do
a lot of computations to
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Workflow

1.

(Done once only)
Copy a 1GB read-only
file to each site. This
way, that file does not
need to be repeatedly
transferred over the
WAN.

Direct the jobs to run
at sites with the
prestaged files.
Transfer application.
Jobs run, and read
prestaged file.
Condor transfers
output data.

Lot of internal site transfers, as compared to
the data transferred over the WAN.

Pheno

Science Goals
The SLAC
Phenomenology group
ran an application
called Sherpa that does

multiparticle QCD

calculations using
Monte Carlo methods.
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Features
Fair amount of output data so, after the
experience with large OpenSees output,
using a distributed workflow.

References

Workflow

1. (Done once only)
Stage software to

2. Transfer input data
to local storage at site.
3. Run each job
transferring output
data to local storage at
Site.

4. Move output data to
permanent storage.

[1] "What is the Open Science Grid?",
https://twiki.grid.iu.edu/bin/view/

Documentation/WhatlsOSG
[2] The OSG Gratia Server, the PheEDEXx
monitoring system , and discussion with
representatives from experiments.
[3] T. Toll, "Electron lon Collider Simulations
on OSG”, https://twiki.grid.iu.edu/bin/view/
Management/NovDec2011
[4] A. R. Barbosa, J. P. Conte, J. |. Restrepo,
“Running OpenSees Production for NEES on
OSG”, https://twiki.grid.iu.edu/bin/view/
Management/Oct2011Newsletter
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NEES

Science Goals
Use OpenSees to
study the respond
of buildings and
other structures to
earthquakes.[4]
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1. Run the job using
condor.
2. Return the data using

condor to the submit host.

3. Use Globus Online to
return the data to the
user’s PC.
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WorkflowlJob Hours
Project Steps Count Wall time (h) Data (TB) per job US CMS .and DO on OSG stats are shown
SLAC Pheno 1 8599 99767 5 19 0 for cornparlsor?. The stats are only one day
EIC 1 177544 695536 39 5 of their operations so that they’re on the
LSST Simulation 380 380000 908999 5 7 same scale as the OSG projects but the
NEES OpenSees 1 17314 509202 12 29 OSG projects accumulate their time over
DES (1 day) 1 300 4800 5.4 16 the course of months.
US CMS (1 day) 10 102000 518742 >0 > DO runs much more on Fermigrid (250
DO on OSG (1 day) 1 17600 129554 1

DES

Work done with help
from the DESDM

group. This project is
being evaluated for
running on OSG.

Science Goals

To better understand
the properties of dark
energy, the Dark
Energy Survey (DES) is
planning to collect

images of the night sky

and to process those
images.

Fermilab/DES collaboration

Features
Large amount of data

system and requirements.
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Workflow

For initial prototyping
this is similar to the one
for the SLAC
Phenomenology group.
The real workflow
would be complicated
because of the items in
features.

to transfer. Complex
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Computing Model

OSG primarily supplies Distributed High Throughput Computing
(DHTC) resources. These are optimized for running applications
that use a lot of computer time, but where communication
between different runs of the application are not time critical.

Solving a problem often requires many different runs of the
application. This poster discusses some workflows that have been
implemented to coordinate these runs. These may serve as a
pattern for running other applications.
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Features
Large amount of output.
This caused multiple
problems, including
requiring the jobs to wait
a long time for the submit
host to become available.
Could instead store data
at the site where it was
produced in Step 2.
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Completion time of 340 jobs at 16 sites

15:54 UTC
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Workflow Metrics

Out of many possible metrics we have chosen the

following to help illustrate the similarities between

different communities:

 Wall time: Aggregate CPU time for the
computational campaign

 Data: Aggregated transferred size of input,
output and the executable

 Workflow Steps: A workflow is a logical unit of
computation, composed of one or more data
processing steps. Each step runs as an
independent Grid job.

* Job Count: the number of jobs in the campaign.

Graph and tables [2]: The numbers in the
“Data Transferred” column, and a few
others, are estimates. The graph should still
give a sense of the scale of workflows.

, TB/day transferred) than OSG. /

LSST
Science Goals

8 meter wide-field ground-
based telescope providing
time-lapse digital imaging of
faint astronomical objects
across the entire visible sky
every few nights for 10
years. This computing
project focuses on image
simulation.

Steps in workflow

Simulation of 1 image: 189 trivially parallel jobs for

the 189 chips of the LSST camera. Input: star

catalog and focal plane configuration files (pre-

installed at all sites) + Instance Catalog (telescope

position, wind speed, etc.)

1. Submit 1 job to trim catalog file into 189
chip-specific files

2. Submit 2 x 189 jobs: simulate 1 image pair
(same image with 2 exposures)

3. Gather output, perform bookkeeping, etc.
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Simulation Simulation Simulation Simulation

Features

Needs input pre-processing =2 complex
workflow. Large (15GB) catalog file pre-staged
at all sites. Workflow simplified since then.
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