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TeVatron Shutdown

On Friday 30-Sep-2011, the Fermilab TeVatron
was shut down following 28 years of operation,

The collider reached peak luminosities of 4 x 1032
per centimeter squared per second,

The CDF and Dzero detectors recorded 8.63 PB
and 7.54 PB of data respectively, corresponding to
nearly 12 inverse femtobarns of data,

CDF and Dzero data analysis continues,

Fermilab has committed to 5+ years of support for
analysis and 10+ years for access to data.
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CDF & DO Publications

CDF

D@ History of Journal Submissions

| —= Run I: 133 total

s Runll: 229 total

Number of publications

B n draft '
B Submitted
B Published 7 ‘

1988 1990 1992 1994 (9%  [998 2000 2002 2004 2006 2008 2010

Last updated 05/16/2011

Gabriele Garzoglio, Fermilab, the GCC Dept. and the KISTI Collaboration, Nov 4, 2011 2% Fermilab




Origin of Mass
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= Total project cost indicated by width of band
A Fermilab Logend | == | =
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Energy Frontier

Tevatron

LHC/CMS (including upgrades)

International Linear Collider

al decisions and physics input required before construction start

Muon Collider

e construction start
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Cosmic Frontier

Dark Matter: CDMS, COUPP, DarkSide

Dark Matter: One-ton-scale experiments

10-kg-scale operating 2012; 100-kg-scale operating 2015

one-ton-scale experiments

|

Dark Energy DES

Dark Energy: LSST

|

Cosmic Particles: Pierre Auger _

Quantum Spacetime: Holometer _
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The Feynman Computing Center
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Fermilab Computing Facilities

Feynman Computing Center:
- FCC2
FCC3

High availability services — e.g. core
network, email, etc.

Tape Robotic Storage (3 10000 slot
libraries)

UPS & Standby Power Generation

ARRA project: upgrade cooling and add
HA computing room - completed

Grld Computing Center:
3 Computer Rooms — GCC-[A,B,C]
Tape Robot Room — GCC-TRR
High Density Computational Computing

CMS, RUNII, Grid Farm batch worker
nodes

Lattice HPC nodes

Tape Robotic Storage (4 10000 slot
libraries)

UPS & taps for portable generators

Lattice Computing Center:
High Performance Computing (HPC)
Accelerator Simulation, Cosmology nodes
No UPS
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Fermilab CPU Core Count

Fermilab CPU - CORES

FermiGrid

GPCF

Expt Interactive/Batch
LQCD-ds

LQCD-jspi

LQCD-kaon

CC + Wilson|Acc Modeling
Cloud Services

Lattice

Computational Cosmology Cluster

Accelerator Modeling Cluster

FermiCloud

Gabriele Garzoglio, Fermilab, the GCC Dept. and the KISTI Collaboration, Nov 4, 2011

2% Fermilab




Data Storage at Fermilab

Petabytes on tape per fiscal year

Other experiments
B CMS
® DO
B CDF
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High Speed Networking
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Computing Sector
Victoria A White Associate Lab Director for Computing/CIO

/Amy L Pavnica Senior Safety Office, RSO, & EO Office of The CIO

Vacant Deputy CIO
Service Management

Timothy K Currie Service Manager|

Scientific Computing Core Computing
Vacant Head| |Vacant Head|

Scientific Computing Facilities
tephen A Wolbers

AP A g '-' ¢ .“
High Performance Parallel CMS Computing Facilities Data Movement And Storage Grid & Cloud Computing
Computing Facilities Jon A Bakken Department Head| |Gene A Oleynik Department Head| [Keith Chadwick
ames N Simone Department Head i

Associate Head|

Fermilab Experiments Facilities

Department Head

To establish and maintain Fermilab as a high
performance, robust, highly available, expertly
supported and documented Premier Grid Facility
which supports the scientific program based on
Computing Division and Laboratory priorities.

The department provides production infrastructure and
software, together with leading edge and innovative
computing solutions, to meet the needs of the
Fermilab Grid community and takes a strong
leadership role in the development and operation of
the global computing infrastructure of the Open
Science Grid.

w 4, 2011

Distributed Offline Computing
Services

(Gabriele Garzoglio) Group Leader

Dave Dykstra

Ted Hesselroth
Parag A Mhashilkar
Marko J Slyz
Douglas Strain

 _ < < ]
FermiGrid Services
Steven C Timm Group Leader

CHiyun Vioo Kimd>

1)
Faaroog C Lowe
eoyoung NohD
Neha Sharma

Dan Yocum
-

Visitor

Visitor




FermiGrid Occupancy & Utilization

5630 o477
7132 6772
DO 6540 6335
GP 3042 2890

Total 21927 21463
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Overall Occupancy &
Utilization

FermiGrid - Overall Total/Busy/Free Slots - Last Year
70
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B total slots [ busy [ idle M waiting [ held WM running M effective
Maximum Average Minimum LastVal

Total 23284 21456, 20666
Busy 22081 18539. 16635
Idle 12372 2783, 3987
Waiting 48448 5581. 4814
Held 5057 853. 762
Running 22081 18534, 16635
Effective 21075 14884, 11424

Raw Occupancy 99.97 5 35.56 80.50
Eff Utilization 98.67 5 14.24 55.28
Eff/Raw Ratio 1.0000 5 0.2973 0.6867

Merged data from all FermiGrid clusters between 09-0ct-2010 and 13-0ct-2011
Plot generated at 13-0ct-2011 16:30:32 on fermigridO.fnal.gov
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FermiGrid-HAZ2 Service Availability

VOMS - VO Management
Service

GUMS - Grid User
Mapping Service

SAZ — Site AuthoriZation
Service

Squid — Web Cache

MyProxy — Grid Proxy
Server

ReSS — Resource
Selection Service

Gratia — Fermilab and
OSH Accounting

Databases

99. 657%

99.652%

99.657%

99.640%

99.954%

99.635%

99.365%

99.765%

Active-Active
Active-Active

Active-Active
Active-Active

Active-Standby
Active-Active

Active-Standby

Active-Active

100.000%

100.000%

100.000%

100.000%

99.954%

100.000%

99.997%

99.988%
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FY2011 Worker Node Acquisition

Specifications:

- Quad processor,

- 8 core,

- AMD 6128/6128HE,

2.0 GHz,

- 64 Gbytes DDR3 0

memory,
0 40

- 3x2 Tbytes disk,
- 4 year warranty, 0 9
. $3,654 each.

23
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FermiCloud Utilization

FermiCloud Architecture Diagrams

Head Node
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FermiCloud Usage - Last Year
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KISTI and GCC: working together...

Maintaining frequent in-person
visits at KISTI and FNAL
Working side-by-side in the
Grid and Cloud Computing
department at FNAL

Seo-Young: 3 mo in the
Summer 2011

Hyunwoo Kim: 6 months
since Spring 2011

Sharing information about Grid
& Cloud computing and FNAL
ITIL service management

Consulting on operations for
CDF data processing and OSG
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Super Computing 2012

Intensity Frontier Storage

= FermiCloud configurable test
bed, 10TB of storage per node,
dedicated network

= Run raal MINNS and NOVA near

Partnerships for Science

OSG Partners and Projects
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Intensity Frontier Data Transfer

: Gridftp endpoint server hosted in FemmiCloud

disk at Fermilab.

FermiCloud

End-To-End Solution using Globus
Online & GlideinWMS

Cosmic Frontier
Fault-tolerance Development
* Demonstration Data Processing
S)
distributed i

FermiCloud Architecture Diagrams
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X509 Authentication

= Use OpenNebula Pluggable

authentication feature.

= Wrote X509 authentication plugin and

contributed back to OpenNebula,
included in OpenNebula 3.

= X509 Authentication is integrated into

command line tools, EC2 Query API,
OCCI API, SunStone management GUI.
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= Contributing to bodies to make

authorization callout to extemnal services,
+ imilar to Grid authentication.

ted by the U.S. Department of Energy under contract No. CE
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Fabric Investigations

. Easiryreoorrﬁgurablelwbgdtnlmlnew

technologies and configurations

‘Small MP| applications with Infiniband-
enabled virtual machines. Collaboratio |
with KISTI.

Test bed for IPv6 investigations.

= SAN investigation for live migration and

failover between buildings in case of a
building failure.

FermiCloud: A private cloud to support Fermilab Scientific Users

DO SAMGRID Service Hosting
= Forwarding Node Servers divide a project into
individual jobs and submit to the grid.

. Irueuedmwngdﬁaencymmm
‘'services on one physical node.

FermiCloud Operations
- Stock virtual machine images are provided for new
users.

- Dormant virtual machines get woken up periodically
to get their patches.

- New virtual machines scanned by site anti-virus and
vulnerability scanners, don't get network access until

they pass.
- Three levels of service:
- 24 by 7 high availabilly, can have fixed IP
number,
- 9 by 5 development/integration, use one of a pool
of fixed IPs,
- Opportunistio—Can be pre-empted if dle or if

On-demand Grid Cluster in Cloud
Increase utilization of physical resources
with shared opportunistic grid jobs;

Also prototype for cloudbursting to EC2

u
Joint investigation with KISTI

-AC02-07C 411359

Joint investigation with KISTI

2 Fermilab Posters
mention KISTI and our collaboration

at SC12
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FermiCloud Technology Investigations

Testing storage services with real neutrino experiment codes.
Evaluate ceph as a FS for the image repository.

Bulk launching of VMs and interaction with private nets

|ldle VM detection and suspension, backfill with worker node VM's.
Leverage site “network jail” for new virtual machines.

IPv6 support.

Testing dCache NFS4.1 support with multiple clients in the cloud.
Interest in OpenID/SAML assertion-based authentication.

Design a high-availability solution across buildings

Interoperability: CERNVM, HEPIX, Glidein WMS, EXTENCI, Desktop

* In Collaboration with KISTI

— Seo-Young and Hyunwoo: Summer 2011
— Seo-Young / KISTI: Summer 2011; Proposed Fall / Winter 2011




vcluster and FermiCloud

A System to Dynamically
Extend Grid  Clusters

Through Virtual Worker
Nodes

Expand Grid resources with worker
nodes deployed dynamically as VM at
clouds (e.g.EC2)

vcluster is a virtual cluster system that

- uses computing resources from
heterogeneous cloud systems

- provides a uniform view for the jobs
managed by the system

- distributes batch jobs to VM over clouds
depending on the status of queue and
system pool.

vcluster is cloud and batch system
agnostic via a plug-in architecture.

Dr. Seo-Young Noh has been leading the
vcluster effort.
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Batch System
Plug-Ins vcluster

Plug-in Plug-in Plug-in

A
&
<€ . Cloud
Control VM VM

Contro Control
:
Oper

Amazon EC2

© Condor Host . PBS Host

Host #1 Host #2 Host #n Running vm

7T New vm or vm migration
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InfiniBand and FermiCloud

Physical Node

InfiniBand Support on FermiCloud
Virtual Machines Guest VM Guest VM

The project enabled FermiCloud support for e Virtio Driver
InfiniBand cards within VM.

Tap Device Tap Device

Goal: deploy high performance computing- ""'V' “°St

like environments and prototype MPI-based
applications.

Physical Node

Guest VM Guest VM

VF Driver | VF Driver |
— —

The project evaluated techniques to expose i T
IB cards of the host to the FermiCloud VM st funcion | | ViuaFuncion
Approach:

- Now: software-based resource sharing——>
- Future: hardware-based resource sharing

Dr. Hyunwoo Kim has been leading the effort

to provide InfiniBand support on virtual -
machines

Network Interface Card
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KISTI and OSG

- KISTI has participated in
an ambitious data s Mose
(S e RO, —— Y ~re opermtions Canter e
CDF ‘ - I : rt Cer niza Status Map

Data moved via SAM and Stat“SM;" R —

job submitted through o T O T |
OSG Intel’faces Dot e Site: KISTI-NSDC i ;

We look forward to further F e o
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Conclusions

- Fermilab future is well planned and full of
activities on all Frontiers

- The Grid and Cloud Computing department
contributes with
- FermiGrid operations
- FermiCloud commissioning & operations
« Distributed Offline Computing development and

iIntegration

- We are thrilled about continuing our

collaboration with KISTI

= Successful visiting program: FermiCloud
enhancement & Grid knowledge exchange

- Remote Support for CDF and OSG interfaces
- SuperComputing 2011 Posters on Collaboration
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