
The Large Hadron Collider (LHC)  
Exploring the Energy Frontier 

The LHC is in search for some of the most exciting science of our time. Fermilab hosts the 

CMS xperiment Tier 1 and the LHC Physics Analysis Centers in the US. 

The Higgs Boson 
 

 

Is the only elementary particle predicted by the 

Standard Model which has not been observed so 

far. The Higgs theory explains how most of the 

subatomic particles obtain their masses. 

 

 The CMS Experiment 
 

Is one of the four biggest experiments at the LHC. 

About 3000 physicists, engineers, and technicians 

from around the world work on this detector. CMS 

is searching for the Higgs boson and for new 

phenomena never seen before that will help us to 

understand the mysteries of the Universe. The 

CMS experiment began operations in Spring of 

2010 and will run in the current configuration 

through late 2012. Then, after a two year upgrade 

period, it will resume operations with twice the 

current collision energy. 

 

The Standard Model of  

Particle Physics 
 

 

Is the best current understanding of the building blocks of the Universe. 

Despite more than 30 years of experimentation, we are still missing a main 

component, the Higgs particle. 

  

  
 

The Boldest! 

 The world’s most 
extensive computing 
system. 170 sites in 

34 countries, 100,000 
computer processors. 

 

The Fastest! 

 Trillions of protons 
travel the 16.5-mile-
long tunnel at 11,000 

times a second.  

The Biggest!  

Largest, most 
complex detectors 

ever built. Study the 
tiniest particle with 
incredible precision 

 

The Coldest!  

LHC’s 
superconducting 

magnets operate at -
456°F. Colder than 

the vacuum of outer 
space. 

The Hottest!  

Colliding protons 
generate 

temperatures one 
billion times hotter 

than the center of the 
Sun. 

 

The Most Empty! 

Particles travel in a 
vacuum. More 

atmosphere on the 
moon than in the 

LHC. 

The LHC is…. 



Computing for the CMS Experiment – the  US Contributes in many ways: 
Largest Tier-1 Center at Fermilab; CPUs, Tape Storage, Disk Caches; Software, People. 

Taking Collaborative Computing to the Extreme 

The LHC Computing Model is 

supported by the Fermilab Tier-1 
 

The distributed computing system for LHC distributes hundreds 

of Terabytes a day outward from CERN to the 11 distributed Tier 

1 sites (one at Fermilab) and then to more than 25 University 

Tier 2 (of which 7 are in the US), and access to more than 100 

smaller Tier-3’s (of which >25 are in the US). 
 

Challenges faced are to: manage Petabyte data volumes at 10 

to 100 Gigabit/sec rates; (b) efficiently use the requisite 100,000 

CPU and data storage over ~100 different autonomous 

institutions; (c) enable effective physics analysis by 1,000s of 

users accessing the data, and (d) provide decades-long data 

archiving, curation and preservation in a robust way. 

 

Evolution of Grid Workloads 
 

The number of jobs run per month, summed over the full 

Worldwide LHC Computing Grid (WLCG) infrastructure, is 

shown. More than 1 million jobs per day are currently run. 

In the US, the LHC jobs run through the Open Science 

Grid, which operates transparently with similar Grids in 

other countries. 

We also show the jobs completed over 24 hours. 

The LHC Optical Private Network 
 

Dedicated “dark-fiber” connections between CERN and 

each of the Tier 1 sites. These connections are 

supplemented with secondary connections to ensure 

reliability of the network. Connectivity between Tier1 and 

Tier2 sites is provided in the US by Internet2 and ESNET 

and by national and international research networks. 

Data Rates 
 

Achieved during: (a) 2009 simulation, (b) 2010, (c) 

an expansion of several days in 2010 shows peak 

transfer rates. The aggregate data rate out of 

CERN to the Tier1 sites is shown. The nominal rate 

of 1.3 GB s-1 was often significantly exceeded.  

Data transfers to US sites over past year are also 

shown. 

Fermilab Remote Operations Center:  

one of several Worldwide 
 

ROCs provide collaborative environments that monitor and 

analyze the data as it is acquired. 


