Data Handling and Cache Disks
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Experiments

The D@ experiment produces (on
average) 50 million simulated events

a week, requiring 19.4 THz/year of
CPU and generating 250 TB of
data/year.
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The CDF and D@ experiments are particle
physics detectors at the Fermilab Tevatron
Collider. The experiments are huge, each 4-
5 stories tall and weighing thousands of
tons. Each experiment has approximately
500 physicist collaborators who design and
build hardware, software, operate the
experiment, and analyze the data.

These experiments have been running for
over two decades and have produced
results on a huge variety of particle physics
phenomena including the discovery of the
Top Quark in the 1990s.

Raw data flow from the detectors into tape
storage. Specialized reconstruction software
IS run to transform the raw data into
analyzable data. The latter is processed
many times with programs from individual
ohysicists or small groups to study the
ohysics. Furthermore, simulations of
ohysical phenomena and the detectors are
crucial for these analyses.

Carlo Simulation

Monte Carlo simulations are used in
generating events according to various
physics processes and to simulate the
detector response of the particles of those
events as they traverse the detector. The
method provides a statistical sampling over
the many possible states and uncertainties.

Although not as /O intensive as analysis
jobs, the simulation computations represent
from 1/3 to 1/2 of Run lls computing needs.
Because data access needs are smaller, it is
often the Monte Carlo simulations that
exploit the worldwide resources of the
collaboration. More than 85% of simulations
are done outside of Fermilab for the DO
experiment.

The raw data set for the CDF
experiment contains ~20 billion
events and requires ~ 3 PB of

storage.

Reconstruction

The CDF and D@ detectors do not record physics
guantities of particles but instead raw information, like at
what time a channel had a pulse of a certain height. A
particle traversing the detector generates a large quantity
of raw data. Reconstruction programs search for all raw
iInformation for a particle, reconstruct the path of the
particle in the detector and derive the physics quantities of
the particle.

The total reconstructed data set

for CDF requires ~ 6 PB of storage.

Reprocessing requires 20-40% of
the Fermilab Run Il farms.

The reconstructed data are used by researchers in the
analysis of physics phenomena. Since all the raw data are
Inherently available at Fermilab and moving large data
sets Is cumbersome, the reconstruction effort has been
done exclusively using Fermilab resources. While the
Tevatron was running, the reconstruction processing had
to keep up with the deluge of new data from the detectors.
This activity consumed about 15 - 30% of the Run Il
compute farm, or 1500 - 4000 CPU cores/year.
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Sometimes enhancements can be made in the

particle searches. Re-running reconstruction on any data
set Is very resource intensive and can take months. Now
that the data set is complete, both experiments are
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reprocessing. This effort will complete over the course of
the next several months.

Physics Analysis

The particles reconstructed in the detector are analyzed to
determine the most likely physics process that created the event.
Events are then sorted by physics process and from statistical
distributions physics quantities measured like the mass of the
top quark.

Again because of the complexity and robustness of moving large
data sets to remote sites, physics analysis is primarily completed
on Run Il compute farms. The nature of the analysis programs
are highly specific to the particular scientist and can require a
broad range of resources in terms of data handling, CPU power,
parallelism, availablility of specific algorithms, OS versions, etc.
The batch system needs to be highly configurable in order to
support these diverse needs and prioritize the analyses among
the various research efforts as well as against the simulation and
reconstruction needs.




