IT Service Continuity Plan – Service Name

[bookmark: _GoBack]Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area:  Service Desk  
Service Offerings:  Service-Now Self (omitting call in service, email support, walk-in support from plan).	
Service Areas that depend on this service:  All, at the base level of recording incidents and requests.
Recovery Objectives
Recovery Time Objective (RTO) 4 hours
RTO is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) 12 hours
RPO is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Service-Now Support
	Application Support
	
	See Foundation SLA

	Network Services
	Connectivity
	
	See Foundation SLA

	External Service Provider
	Application Support
	
	30 minutes

	Facilities/Data Center
	
	
	See Foundation SLA

	
	
	
	

	
	
	
	





Recovery Strategy
Engage internal Service-Now support team to isolate the issue.  Service-Now support will engage vendor as needed.
Strategy for initial recovery
Service-Now offers a recovery plan for its customers:
· During a disaster of up to, and including, the complete loss of a datacenter, Service-Now will failover the entire datacenter to its mirrored geographic datacenter. 
· If a customer's infrastructure component fails, Service-Now will failover customer instances affected by the infrastructure failure to the mirrored geographic datacenter. 

Overall recovery strategy
High availability fail-over is available at a Service-Now mirrored data center.  Target resolution is 1 hour for an outage.
Recovery Scenarios
Building not accessible (Data Center Available)
· Invoke Critical Incident process
· Work with lab management to restore building access, based on service recovery plans.
Data Center Failure (Building Accessible)
· Invoke Critical Incident process
· Restore Data Center bases on recovery plans based on service recover plans.
Building not accessible and Data Center Failure
· Invoke Critical Incident process
· Restore Building Access and Data Center based on service recovery plans.
Critical recovery team not available
· Escalate to line management for an alternate.
Service-Now application not available
· Invoke Critical incident process
· Open a severity 1 incident with Service-Now
Return to Operations
After service restoration, perform Service-Now accessibility checks and move tickets through its lifecycle.
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