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Background
[bookmark: _GoBack]The Core Computing Division (CCD) operates nine computer rooms, one server room and three communications rooms at Fermilab that include over 30,000 square feet of space for computing equipment that provide Information Technology (IT) services. This includes email, web, database, business systems and disk servers, networking, and tape robotic storage. This also includes high density computational farms and high performance computing systems. 
The Core Computing Division has an architected model or strategy to deploy specific types of computing into the Data Center with the appropriate infrastructure to meet the Lab’s availability requirements:
Feynman Computing Center (FCC)
· High Availability Services
· Networking, Computer Security, BSS, Email, Web, Databases, Core Site Services
· Tape Robotic Storage
· Disk Storage
· UPS & Standby Power Generation

Grid Computing Center (GCC)
· High Density Computational Computing
· CMS, RUNII, GP batch worker nodes
· Lattice HPC nodes
· Tape Robotic Storage
· UPS & taps for portable generators

Lattice Computing Center (LCC)
· High Performance Computing (HPC)
· Accel. Sim, Cosmology nodes
· No UPS; taps for portable generators


The Feynman Computing Center is considered the highest availability data center. Services for the Laboratory’s highest availability Vital Business Functions are generally deployed in FCC. When compared to the industry standard such as the Tier I classification, the availability goal is 99.67% or 28.80 hours of unscheduled downtime annually. 

The Grid Computing Center is not currently consistent with some industry standard definitions of a high availability data center. However, the Laboratory has managed the facility successfully and deployed portable generators in key instances to increase the availability. As a result, the Grid Computing Center availability compares favorably with the Feynman Computing Center. In addition, the large UPS’s have been leveraged in scheduled outages to enhance availability for the Tape Robot Room and Network Rooms. The availability goal for a data center with an electrical system, UPS system and generator of N (units required supplying load) and mechanical system of N+1 (units required supplying load + 1) is 99.5% availability or 43.92 hours of unscheduled downtime annually. This closely resembles the operation of the Grid Computing Center. 

The Lattice Computing Center is most susceptible to external disruptions and has the highest risks that can impact the availability. The Division has successfully located computing in this facility that is outage tolerant and able to meet availability requirements with the disruptions associated with the facility and activities within the building. The availability goal based on industry guidance for a data center with a dedicated mechanical system & electrical system with power conditioning (without a generator or UPS system) is 97% or 262.8 hours of unscheduled downtime annually.   

LCC and GCC have availability goals less than Tier I primarily due to the absence of a standby generator. FCC has been assigned an availability goal higher than Tier I although certification as a Tier I data center has never been validated. As a result, FCC availability goals are set at 99.70% (26.28 hours); GCC availability goals are set at 99.66% (30.00 hours); LCC availability goals are set at 98.50% (131.40 hours). 

The chart below shows each of the rooms within the Computing Centers that have separate and independent mechanical and electrical systems.  From an operational viewpoint the availability for each room is independent. All decisions for scheduled maintenance and other planned activities are coordinated by these groupings. 

Chart 1 – Availability Goals for Fermilab Computing Rooms
	
	Availability Goals

	Computer Room(s)
	Availability (goal %)
	Downtime (hours)

	
	
	

	FCC2
	99.70(1)
	26.28

	FCC3
	99.70(1)
	26.28

	CRA/NRA/TRR
	99.66(1)
	30.00

	CRB/NRB
	99.66(1)
	30.00

	CRC
	99.66(1)
	30.00

	LCC
	98.50(1)
	131.40

	WH8FC
	99.70(1)
	26.28

	
	
	



1 based on Data Center Availability / Downtime Comparison Chart in Appendix B

This document focuses entirely on the availability of the computing facilities. It includes the availability metrics for electric power, cooling and building infrastructure and environment. It does not include metrics for activities relating to capacity planning or the life cycle of computing equipment. It does not present the actual interruption and loss of availability for computing services. A facility outage of 30 seconds may result in hours of lost availability of services to customers. It may also require many hours by support personnel to restore the services. There are numerous examples of innovative strategies employed by architects of the computing systems to increase and extend the availability of the services provided to customers. The highest degree of availability and efficiency is obtained with a common approach (process framework) to configuration management and capacity management throughout the IT life cycle.
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Data Center Tiers Definitions*


Tier 1 Data Center Infrastructure 
Basic Data Center 
A Tier 1 data center is a basic data center with no redundancy. It has a single path for power, cooling, and communications distribution with no redundant components. Uninterruptible Power Supply (UPS) is provided for orderly shutdown of data center upon infrastructure failure. There is no fire detection and suppression requirements other than code requirements for the building itself. Industrial grade locks are required to secure access to spaces and components. Uptime availability is typically 99.67%, not including planned shutdowns for systems maintenance. 

Tier 2 Data Center Infrastructure 
Redundant Components 
A Tier 2 data center has redundant components but only single path distribution for power, cooling, and communications. Standby generation and UPS are provided to provide continuous Data Center operation upon a single-point infrastructure failure. Fire detection and suppression are provided to minimize Data Center downtime due to fire or component failure. Card access and intrusion detection systems are provided to secure spaces and components. Uptime availability is typically 99.75%, not including planned shutdowns for systems maintenance. 

Tier 3 Data Center Infrastructure 
Concurrently Maintainable 
A Tier 3 data center has dual power, cooling and communications paths, but only one path active. Because redundant components are not limited to a single path, the system is concurrently maintainable. Standby generation and UPS are provided to provide continuous Data Center operation upon a single-point infrastructure failure. A fire detection system is required and pre-action suppression is provided when required. Card access, intrusion detection, and CCTV systems are provided to secure spaces and components. Uptime availability is typically 99.98%, including planned shutdowns for systems maintenance. 

Tier 4 Data Center Infrastructure 
Fault Tolerant 
A Tier IV data center has dual active power, cooling and communications paths. Because both paths are active the infrastructure provides a high degree of fault tolerance. Standby generation and UPS are provided to provide continuous Data Center operation upon a single-point infrastructure failure. A fire detection system is required and pre-action suppression is provided when required. Card access, intrusion detection, and CCTV systems are provided to secure spaces and components. Uptime availability is typically 99.995%, including planned shutdowns for systems maintenance. 

* Based on Uptime Institute White Paper – “Tier Classifications Define Site Infrastructure Performance” 


