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[bookmark: _Toc254867544][bookmark: _Toc254867881][bookmark: _Toc254868119][bookmark: _Toc254868231][bookmark: _Toc254874261][bookmark: _Toc254875694][bookmark: _Toc331150555][bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]EXECUTIVE SUMMARY
This Operational Level Agreement (“OLA”) for the Virtual Server Hosting Service with 
Fermilab Support Organizations documents:
· The service levels provided for the Virtual Server Hosting Service
· The responsibilities of the Virtual Server Hosting Service, Fermilab Support Organizations, and system administrators
· Specific terms and conditions relative to the standard Service Offering.
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc331150556]SERVICE OVERVIEW
The Virtual Server Hosting Service provides hosting for virtual machines running Windows, Linux, or Solaris x86. The service is intended for customers wishing to provision new virtual machines, import virtual machines from other environments, and convert physical systems into virtual machines. As with most resources, there is a cost associated
The service provider manages the virtual infrastructure, leaving the administration of the virtual machines running in the environment to system administrators.  Currently, virtual machines are only provided to groups where two or more system administrators can be responsible for the management of a machine.  
The service requires virtual machine system administrators be connected to the site-network either by coming from a machine onsite or through the site VPN service.
[bookmark: _Toc212977948][bookmark: _Toc213019255][bookmark: _Toc233013661][bookmark: _Toc331150557]SERVICE DESCRIPTION
The Virtual Server Hosting Service provides a centrally managed Infrastructure for hosting Virtual Machines hosting a variety of applications and services.  Virtual machines are not provisioned to individuals that are not part of a recognized Fermilab Support Organization.  In order to manage virtual machines, support organizations need systems that run Microsoft Windows, SLF/Redhat Linux, or MAC operating systems.  Note: MAC users cannot launch a virtual machine console directly from the client, at least not with the current version.
Fermilab Support Organizations are provided with access to VMware vCenter, through the vSphere Client (Windows-only) and/or the VMware vCenter Web Client.  Authentication using a SERVICES Domain account is required.  Information about the health and status of the virtual machines can be found using either client. The following URL refers to the Web Client:
 https://cd-vcenter1.fnal.gov:9443/vsphere-client/.  
· Service Monitoring: For a given virtual machine, click on the Summary tab to see the overall status of the machine, the guest OS details, VM hardware, and other related items.  Click on the Monitor tab to see current and past tasks, events, performance, and alarms for the machine. 
· Service Owner contact information: Storage and Virtual Services Group members are listed at:  https://sharepoint.fnal.gov/cd/sites/nvs/SitePages/Contact.aspx
[bookmark: _Toc233013663][bookmark: _Toc331150558]SERVICE OFFERINGS
· Virtual Machines running Fermilab approved and supported Windows, Linux and Solaris X86 operating systems.
· Conversion of Physical Machines to Virtual Machines. (P2V).
[bookmark: _Toc233013664]STANDARD OFFERING
The Virtual Server Hosting Service is intended to provide Fermilab Support Organizations the option to run just about any workload you can run on a single-purpose physical system on a virtual machine.  The environment provides the redundancy, capacity, performance, and licenses required to run machines requiring 24x7 support.  The service is not intended to provide systems to individual users without an existing agreement with a recognized Fermilab Support Organization (i.e. WDS, USS, WSS).
VIRTUAL MACHINE HOSTING
· Virtual Machines running Fermilab approved and supported Windows, Linux and Solaris X86 operating systems.
· A robust physical architecture providing load-balancing, and redundancy, as well as failover of physical servers, network switches and adapters, fibre channel switches, adapters, and storage.
· OS Administrators will be granted 24x7 access to the vCenter client with basic rights to access their VM’s console and power on/off their virtual machines. 
· LAN-less, image based backups and replication with image level and file level restores (covered 8x5 through Service Desk or 24x7 if arranged in adance)
· Standard network based backups using TiBS. 
· Performance analysis for VM’s and underlying storage and/or networking.
· Consulting/Technical support for issues related to the VMware hypervisor, or VMware Tools.
· Interface to Backup/Storage & Networking services.
This service is not intended for:
· System administration of guest operating systems.
· Application support inside a guest OS. 

For more information regarding the design, architecture, and service offerings of the virtual infrastructure, please see: https://sharepoint.fnal.gov/cd/sites/vs/Design%20and%20Architecture/VirtualInfrastructure
[bookmark: _Toc233013665] ENHANCED OFFERINGS
All elements of the Standard Offering, PLUS:
· Zero-Downtime failover for critical VM’s, utilizing the VMware Fault-tolerance feature (limited to VM’s with 1 processor currently).
· Off-site backup tape rotation capturing image-level and file-level backup jobs. 
· Virtual to Physical machine conversion (V2P). 
[bookmark: _Toc233013666] OFFERING COSTS
Costs for the standard service can be found at the following URL:  https://sharepoint.fnal.gov/cd/sites/vs/Design%20and%20Architecture/VirtualInfrastructure/VM%20Costs.docx

[bookmark: _Toc233013667][bookmark: _Toc331150559]LIFECYCLE MANAGEMENT CONTEXT
Plan
The Service Owner, along with the customer, will help plan and, if necessary, requisition the proper hardware/software required to meet the customer’s needs. Any equipment will be fully managed by the service provider. Any software (i.e. VMware Tools) required to run on the customer’s virtual machines will be managed jointly between the Service owner and the customer.

Purchase
The Service Owner will create the purchase requisition orders along with the required documentation.  This will occur as needed in order to maintain consistent performance, and meet the resource demands of the Virtual Machines. Physical hosts will be sized based on the average resource requirements of the Virtual Machines running on the Virtual Infrastructure. S/He will coordinate with the Building Facilities Managers to ensure that adequate floor space, power and cooling are available for the equipment.  S/He will coordinate with procurement, receiving, PREP and the vendor to ensure the proper installation of the equipment into the Fermilab Datacenter(s).



Deploy
Virtual Machine and Storage resources will be deployed in accordance to the Plan developed initially between the Service Owner and the customer.  In some cases, self-provisioning of virtual machines is available to customers with compatible guest machines.

Manage
The Service owner will manage and maintain the Virtual Server Hosting service systems including the virtual infrastructure management server, host servers (running hypervisor), and monitoring systems. The Service owner will provide yearly costs for each customer to help them in the budgeting process. 

Due to the portability of Virtual Machines, migration to new physical hardware should not be an issue the customer needs to be concerned with. Wherever possible, the Service owner will perform upgrades to its physical infrastructure (i.e. physical hosts, storage, networking, etc.) without interruption of service.

The customer should only need to be involved in Lifecycle Management for their VM when the guest OS is no longer supported.  At that time, the Service owner, along with the customer will help plan the migration of applications and services to a new Virtual Machine, running a supported OS. Any downtime required for the transition will be organized with the users, by the customer.


Retire/Replace
Hardware will be replaced by the Service owners as part of a normal hardware lifecycle. Any conversions required due to such retirements, for example, migrating virtual machines from one storage array to another or one host server to another, will be the responsibility of the Service owner.
Software replacements/updates will be provided by the Service owner as part of normal software updates or bug fixes. The Service owner, can, with the permission of the customer, update any client software versions that have been installed on the customer’s virtual machines. 
Any costs associated with hardware replacements, conversions, software upgrades/fixes have already been rolled into the costing model for this service. There are no additional charges for these replacements.
[bookmark: _Toc503156628][bookmark: _Toc503156692][bookmark: _Toc503156743][bookmark: _Toc503671483][bookmark: _Toc503674438][bookmark: _Toc504366410][bookmark: _Toc504449142][bookmark: _Toc506001052][bookmark: _Toc513861516][bookmark: _Toc513861657][bookmark: _Toc513861770][bookmark: _Toc514138105][bookmark: _Toc515072829][bookmark: _Toc518798641][bookmark: _Toc518806023][bookmark: _Toc518806337][bookmark: _Toc518806458][bookmark: _Toc518806511][bookmark: _Toc518806703][bookmark: _Toc518806859][bookmark: _Toc520512726][bookmark: _Toc520512799][bookmark: _Toc520512896][bookmark: _Toc520513024][bookmark: _Toc520513111][bookmark: _Toc520513167][bookmark: _Toc520513213][bookmark: _Toc520513583][bookmark: _Toc523638670][bookmark: _Toc523639930][bookmark: _Toc523639955][bookmark: _Toc527341341][bookmark: _Toc528462982][bookmark: _Toc528464562][bookmark: _Toc531588482][bookmark: _Toc149634277][bookmark: _Toc213019263][bookmark: _Toc254867553][bookmark: _Toc254867890][bookmark: _Toc254868128][bookmark: _Toc254868240][bookmark: _Toc254874270][bookmark: _Toc254875697][bookmark: _Toc331150560][bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411] RESPONSIBILITIES
The Foundation SLA references Fermilab Computer Use and Security policies. The service should reference specific responsibilities or issues here.
[bookmark: _Toc331150561]CUSTOMER RESPONSIBILTIES
The Customer agrees to:
· Provide funding for the services acquired as per the costing model.
· Convey pertinent information to the users about the content of this service agreement.
· Participate in OLA reviews
· Provide representation for Continual Service Improvement (CSIP) activities. CSIP activities can be triggered in the event of an OLA breach or as part of normal Service Owner/Customer meetings. During this time, the customer and Service Owner can discuss what services are working well, which are not, and come up with suggestions as to what areas need improvements.  During this time, the Service Owner may also discuss with the customer upcoming Service improvements/changes/additions and poll the Customer for an opinion regarding these topics.
· Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage will be provided to the customer via email and Operations meeting at least 2 weeks in advance of an outage.  
· Provide a single email (preferably a mailing list) which the Service owner may use to communicate any planned downtime or outages.
· Provide funding for any OS/OS Maintenance that is not included in the base VM costs. (i.e. Red Hat Enterprise, etc..)

[bookmark: _Toc331150562]USER RESPONSIBILTIES
For clarity, the user is defined as System Administrators (Server Administrators) working for the various service owners (the customers).
The user agrees to:
Addition/Maintenance of Guest Tools
· Install/update the recommended version of the VMware Tools per client instructions: 
· For Linux:  https://sharepoint.fnal.gov/cd/sites/vs/Shared%20Documents/VM%20Procedures/Installing%20VMware%20Tools%20on%20Linux.doc
· For Windows: Use the vSphere client or portal
· Open a service desk ticket for technical assistance from the Service owner if necessary
Daily Operations
· Be accountable/responsible for all activity on their virtual machines and to notify the Service provider if these activities will cause a failure to perform the service. For example:
· System is shutdown
· System is being replaced/renamed
· System is currently under a multi-day maintenance period
· Monitor the health of the guest tools on each virtual machine to ensure to tools are functioning properly.  This can be viewed using the vSphere Web Client:  https://cd-vcenter1.fnal.gov:9443/vsphere-client (Virtual Machines tab)
· Work with their customers to determine virtual machine performance and sizing requirements and convey this information back to the Service owner via service desk ticket if adjustments are required.
· Be responsible for working with their customers should the Service provider notify the user that the activities on the virtual machine are detrimental to the Service. Examples include but are not limited to:
· High, sustained system resource consumption related to applications not identified during the deployment phase of the virtual machine
· Relocation of key data files causing the restoration of that data to be useless (i.e. move Oracle DB files to partitions backed up without quiescing enabled)
· Negative behavior inside a VM caused by an application upgrade, or other modification that would change the behavior of an application. 
· Be responsible for working with the Service provider should any guest OS maintenance activities be found to be detrimental to the Service.  Examples included but are not limited to:
· Disk defrag job running at the same time as virtual machine backup job, causing backups to fail. 
· Multiple Antivirus, WSUS, or other scan tools running simultaneously on all VM’s causing high latency/utilization on a storage array. 
· Deployment of untested management scripts or tools causing sudden negative changes in performance on a large number of virtual machines. 
Other Operational Responsibilities
· Convey any virtual machine changes which may require changes which may require changes to the configuration of the virtual machine.  Examples Include:
· Changing the role of a virtual machine from one service level to another, such as going from being a DEV box to a Production box
· Installation of an unsupported OS on a virtual machine (i.e. prior to when the guest OS is supported on the hypervisor)
· Application or OS upgrades requiring changes to the backup schedule of a virtual machine
· When reporting an incident, the user must be available to work with the Service providers to troubleshoot and resolve the incident.  Any work/changes required on the user’s virtual machine should be performed by the user.
· When sizing an existing or new virtual machine, the user must be willing to work with their customers and the Service provider to negotiate the optimal resource allocation for the Fermilab environment, not for a much larger or different environment.

[bookmark: _Toc331150563]SERVICE PROVIDER RESPONSIBILTIES
The Service provider agrees to:

· Provide the services described in section 2.
· Review daily logs and metrics to ensure the environment is performing optimally.

If issues exist within the virtual infrastructure (management server, host servers, or monitoring servers), the Service provider will work to diagnose and resolve the situation and notify the customer and users affected.  The Service provider should give specific details, provide an impact statement, the resolution, and inform the user of any tasks required to be executed by the user or their customers. 

If it is determined by the Service provider that the issue appears to be with a virtual machine managed by the user, a service desk ticket will be opened, providing any information the Service provider may have that may help the user identify and correct the issue inside their virtual machine.   

· Provide adequate capacity to maintain the Service.  
· Monitor the virtual infrastructure (management server, host server, storage, virtual networks, virtual machine backups, virtual machines).
· Upgrade virtual infrastructure as necessary as part of lifecycle management or in response to bug fixes.
· Recover/restore virtual machines, either at the image-level or file-level. 
· [bookmark: _Toc212977949][bookmark: _Toc213019256][bookmark: _Toc254867554][bookmark: _Toc254867891][bookmark: _Toc254868129][bookmark: _Toc254868241][bookmark: _Toc254874271][bookmark: _Toc254875698]Meet response times associated with the priority assigned to Customer issues as outlined in section 6.2.
· Maintain appropriately trained staff.
· Coordinate standard maintenance downtimes requiring a service outage. Notification of a service outage will be provided to the customer via email and Operations meeting at least 2 weeks in advance of an outage.
[bookmark: _Toc331150564]COMPUTER SECURITY CONSIDERATIONS
Please refer to the foundation SLA. 
In order to manage virtual machines using the vSphere Client, the source node must obtain an onsite address (131.225.0.0/16).  If virtual machines contain PII data or other sensitive information, the Service provider should be notified to ensure proper placement of the machine. 
[bookmark: _Toc212977951][bookmark: _Toc213019258][bookmark: _Toc254867556][bookmark: _Toc254867893][bookmark: _Toc254868131][bookmark: _Toc254868243][bookmark: _Toc254874273][bookmark: _Toc254875700][bookmark: _Toc331150565]SERVICE SUPPORT PROCEDURE
[bookmark: _Toc254867557][bookmark: _Toc254867894][bookmark: _Toc254868132][bookmark: _Toc254868244][bookmark: _Toc254874274][bookmark: _Toc254875701][bookmark: _Toc331150566]REQUESTING CD SERVICE SUPPORT 
Refer to the Foundation SLA.
[bookmark: _Toc331150567]STANDARD ON-HOURS SUPPORT
[bookmark: _Toc254874275]HOURS
[bookmark: _Toc254874276]8:00AM – 4:30PM M-F excluding Fermilab Holidays.
SUPPORT DETAILS
[bookmark: _Toc254867558][bookmark: _Toc254867895][bookmark: _Toc254868133][bookmark: _Toc254868245][bookmark: _Toc254874277][bookmark: _Toc254875702]Support includes all descriptions listed in sections 2.2, 2.3 and 3.3. The person reporting the incident must be available for consultation from the support staff.
[bookmark: _Toc331150568]STANDARD OFF-HOURS SUPPORT
[bookmark: _Toc254874278]HOURS
[bookmark: _Toc254874279]24x7 Support provided via phone (630-840-2345) for urgent and high-impact incidents only.  Service provider carries 24x7 support agreement with all major vendors.
SUPPORT DETAILS
Off-hours support for the virtual infrastructure is for urgent and high-impact incidents only.  All other off-hours support is arranged in advance (see Special Support Coverage section below).
[bookmark: _Toc254867559][bookmark: _Toc254867896][bookmark: _Toc254868134][bookmark: _Toc254868246][bookmark: _Toc254874280][bookmark: _Toc254875703][bookmark: _Toc331150569]SPECIAL SUPPORT COVERAGE
[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704]Organizations/customers can request additional support be provided on a temporary basis, for example, be available for weekend P2V requests or virtual machine upgrades. These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.  
Requests for special support coverage should be made no less than 1 week before the date for which the coverage is requested. If the special support request spans longer than 1 week, the requester should increase the lead time by 1 week for each additional week of support required.
[bookmark: _Toc331150570]SERVICE BREACH PROCEDURES
[bookmark: _Toc212977950][bookmark: _Toc213019257][bookmark: _Toc254867561][bookmark: _Toc254867898][bookmark: _Toc254868136][bookmark: _Toc254868248][bookmark: _Toc254874282][bookmark: _Toc254875705]In event of a service breach, the Service provider, along with the Service Owner and Incident Manager will conduct a full review of the incident to determine the cause of the service breach.  If the cause of the breach was due to the Service, the Service Owner will create a service improvement plan to try to prevent a re-occurrence of the circumstances which caused the breach.  The creation of the service improvement plan may require the attendance of the customer or a representative for the customer.
Once the cause of the breach and the improvement plan are created, the details of both will be emailed to the customer.

[bookmark: _Toc331150571]SERVICE TARGET TIMES AND PRIORITIES
[bookmark: _Toc254867562][bookmark: _Toc254867899][bookmark: _Toc254868137][bookmark: _Toc254868249][bookmark: _Toc254874283][bookmark: _Toc254875706][bookmark: _Toc331150572]RESPONSE TIME
[bookmark: _Toc254867563][bookmark: _Toc254867900][bookmark: _Toc254868138][bookmark: _Toc254868250][bookmark: _Toc254874284][bookmark: _Toc254875707]Please refer to the Foundation SLA.
[bookmark: _Toc331150573]RESOLUTION TIME

	Task
	Target Resolution Time @ 90% compliance:

	Provision new VM
	8 business hours (once negotiations are complete and capacity is available)

	Modify/Upgrade existing VM
	8 business hours (once negotiations are complete and capacity is available)

	Perform clone/backup of a VM
	Effort to start job in 4 business hours. Actual time to complete job will depend on size of data and contention for resources. 

	Recover/Restore VM (file or image-level)
	Effort to start job in 4 business hours. Actual time to complete job will depend on size of data and contention for resources.

	Migrate VM (P2V or V2P)
	Effort to start job in 8 business hours (once negotiations are complete and capacity is available)



[bookmark: _Toc254867564][bookmark: _Toc254867901][bookmark: _Toc254868139][bookmark: _Toc254868251][bookmark: _Toc254874285][bookmark: _Toc254875708][bookmark: _Toc331150574]INCIDENT AND REQUEST PRIORITIES 
Please refer to the Foundation SLA.
[bookmark: _Toc254867565][bookmark: _Toc254867902][bookmark: _Toc254868140][bookmark: _Toc254868252][bookmark: _Toc254874286][bookmark: _Toc254875709][bookmark: _Toc331150575]CRITICAL INCIDENT HANDLING
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712]Please refer to the Foundation SLA.
[bookmark: _Toc331150576]CUSTOMER REQUESTS FOR SERVICE ENHANCEMENT
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713]Service enhancements are Customer requests for planned changes in service, for example, providing self-provisioning of virtual machines. It is required that the customer and Service Owner meet to fully understand the requirements and expectations from the enhancement.  The customer will use these requirements to officially request a service enhancement via the service desk.
The Service managers will respond to requests for service enhancements received with appropriate advance notice within 7 business days. This time is needed to discuss issues regarding power, cooling, support, security, and budget to determine if the enhancement request is possible.
[bookmark: _Toc331150577]SERVICE CHARGING POLICY
[bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714]The service charging policy can be found here:  https://sharepoint.fnal.gov/cd/sites/vs/Design%20and%20Architecture/VirtualInfrastructure/Cost%20of%20Virtual%20Machine%20Hosting.docx
[bookmark: _Toc331150578]SERVICE MEASURES AND REPORTING
This service can be measured by:
· VMware vCenter Web Client
· URL: (https://cd-vcenter1.fnal.gov:9443/vsphere-client/) 
· Displays the current and historical status of virtual machines, the guest OS details, host server status, VM hardware, storage resources, and network resources.
· Displays current and past tasks, events, performance, and alarms for both host servers and virtual machines. 

· Quest vFoglight 
· URL: (https://cd-vfoglight:8443/console/page)
· Displays all of the same details as the VMware vSphere Web Client. 
· In addition, there are canned reports available from the URL above by clicking on the Reports link on the left. 
· ServiceNow NVS Dashboard in Service Now 
· URL: (https://fermi.service-now.com/home.do?sysparm_view=fnal_mnvs_dashboard)
· Provides the number of service desk incidents and their response and resolution times for this service.




[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc331150579]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc212977956][bookmark: _Toc213019268][bookmark: _Toc233013685]Virtual Machines running Fermilab approved and supported Windows, Linux and Solaris X86 operating systems.
[bookmark: _Toc331150580]APPENDIX B: OLA REVIEW PROCEDURE
[bookmark: _Toc213019270][bookmark: _Toc233013687][bookmark: _Toc213019269][bookmark: _Toc233013686]The series of steps will be conducted on at least an annual basis.  Either the Customer, Service Owner or Service Level Manager may request additional reviews as necessary.
1. At least one month prior to the expiration of this agreement, the customer will be sent notification via email requesting that a face-to-face review be conducted between the Service Owner and the Customer regarding the Service.
2. [bookmark: _GoBack]During the review, customer may negotiate changes to the Organizational Level Agreement with the Service Owner.  Requests for changes are subject to approval based on the limitations of resources from the Service, a supporting organization, funding and effort available.
3. If additional meetings are required, those meetings will be held as necessary in order to renew the OLA prior to expiration.
4. Upon agreement, all concerned parties will sign the document and renew the agreement for a period no more than 1 year.
5. Should an agreement not be reached prior to the expiration date, service will continue on a month to month basis using the existing OLA agreement requirements. 
[bookmark: _Toc331150581]APPENDIX C: OPERATIONAL LEVEL AGREEMENT (OLA) CROSS-REFERENCE 
This service depends on:
4312 Networking Services Service level Agreement
4311 Network-attached Storage Hosting Service Level Agreement
4594 FNAL Facilities OLA
[bookmark: _Toc331150582]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
The service has underpinning contracts with:
· Software maintenance contract with VMware 
· Software maintenance contract with Veeam 
· Software maintenance contract with Quest Software
· HP maintenance contract for host servers
[bookmark: _Toc255304211][bookmark: _Toc233013688][bookmark: _Toc331150583]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
No terms and conditions have been negotiated for any customers.
[bookmark: _Toc331150584]APPENDIX F: ESCALATION PATH
See Foundation SLA
[bookmark: _Toc176148663][bookmark: _Toc233014578][bookmark: _Toc331150585]APPENDIX G: ITIL PROCESSES ACROSS SERVICE BOUNDARIES
Not applicable.
[bookmark: _Toc331150586]G.1	INCIDENT MANAGEMENT
[bookmark: _Toc331150587]G.2	PROBLEM MANAGEMENT
[bookmark: _Toc331150588]G.3	CHANGE MANAGEMENT
[bookmark: _Toc331150589]G.4	RELEASE MANAGEMENT
[bookmark: _Toc331150590]G.5	CONFIGURATION MANAGEMENT
[bookmark: _Toc331150591]G.6	CAPACITY MANAGMENT
[bookmark: _Toc331150592]G.7	AVAILABILITY MANAGEMENT
[bookmark: _Toc331150593]G.8	SERVICE LEVEL MANAGEMENT
[bookmark: _Toc331150594]G.9	SUPPLIER MANAGEMENT
[bookmark: _Toc331150595]G.10	SERVICE CONTINUITY MANAGEMENT
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