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Capacity Management:
Objective: To ensure that the service provider has, at all times, sufficient capacity to meet the current and future agreed demands of the customer’s business needs.					
As the service owner, are your capacity requirements covered within your tactical plan?
Yes, to some degree.   The tactical plan addresses major capacity issues where they have been identified.   Capacity planning is done for each database initially when it is created, thereafter on an as needed basis such as when databases are found to have capacity issues (usually as a result of monitoring alerts, incidents or problem investigation) or when databases are involved in a major upgrade process (e.g. EBS12 or PeopleSoft). Plans for addressing the individual database capacity issue are made with the dependent service owner (who usually has the responsibility to fund capacity increases).


Does this plan address the needs of the service and include: 
a) current and predicted capacity and performance requirements
Current database capacity measurements are primarily storage related and measured by daily monitoring tools.  Target databases are only identified in the case of specific, major concerns or projects – there is no comprehensive analysis of capacity and performance requirements across all databases and database platforms in a consistent set of capacity dimensions.  Daily capacity related alerts are emailed to the Database Services Group from monitoring tools such as Oracle OEM, SiteScope and PGToolman.  These email alerts include metrics such as:
· File system space used and percent full
· Tablespace space used, free and percent free
· Database extent allocation size and extent allocation failure in N allocations
· Database maximum extent changes
· Excessive number of extents

There are regularly scheduled, automated monitoring processes on database and application servers.  The following are typical thresholds in place for file system monitoring that may indicate a need for capacity reviews:
· Root file system 90% full - Linux System administrators get these alerts
· Database and application file systems 80% full - Linux sys admins and DBA’s get these alerts
· Thresholds that differ from 80% full alerts are determined on a case by case basis where factors such as system criticality and data growth rates are considered.

b) identified time-scales, thresholds and costs for upgrades (for instance, are these plans reflected in your tactical plan? Are there approved activities and budget line items to execute against?)	
Yes, for major capacity issues (like the need to add additional disk space for key databases or the need to migrate databases off underpowered or obsolete servers).	
	The costs for upgrades and time-scales for purchases will be reflected in the FY13 tactical plan.
c) ability to predict the impact of anticipated upgrades, new technologies and techniques on forecast capacity requirements; 
Yes, for major upgrade or project implementations, as they are known in advance.   For example, the added capacity needs of the EBS R12 or PeopleSoft upgrades indicated a need for more powerful servers with increased storage capacity, so planning was included for acquiring and implementing new servers and storage.
d) ability to predict impact of and account for externally driven mandates (e.g. legislative; DOE finding)
Where such mandates and their impact are predictable, but many such mandates occur with less lead time than the annual planning process supports.   
e) the ability to perform trending and predictive analysis.
Capability in this area is quite rudimentary.   Usually such capability only exists where a capacity problem or suspected problem has been identified and special capacity utilization capture capability (scripts, etc.) have been put in place.   Some historical data exists for certain dimensions from current monitoring tools, so this is available for use when needed (but, again, this is mostly used on an as required basis as triggered by reported problems – there is no systematic analysis of trending and future capacity in place uniformly across the service).  Database file system and tablespace utilization trends could be reported on an annual basis to coincide with annual budgeting to help determine the need to purchase additional capacity.
For your service, do you have systems to effectively monitor capacity, tune performance and provide adequate capacity to meet growth?
There are some existing capacity monitoring systems in place (such as use of Oracle OEM, SiteScope, PGToolman and Big Brother to capture basic statistics). Multiple monitors are used due to multiple database platforms being deployed.  These monitoring systems do not implement all desired capabilities and often fall short in providing all the information required to best respond to issues, but the cost and resources required to implement and improve capacity systems has needed to be balanced against the benefit they provide and the opportunity cost they incur.
Risks (to be filled out by the Capacity Manager):
1. Monitoring capabilities and trend analysis are limited and may affect effectiveness of forecasting.
2.  
Recommendations (to be filled out by the Capacity Manager):
1. Explore available technical options for a single monitoring system across all supported database platforms.
2. Identify and store query performance metrics on a monthly basis for trending purposes.
Decisions (to be filled out by the Service Owner, Capacity Manager and the Financial Manager):
1. Implement single monitoring system if financially feasible.
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