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[bookmark: _Toc333252912]1 INTRODUCTION

[bookmark: _Toc254867544][bookmark: _Toc254867881][bookmark: _Toc254868119][bookmark: _Toc254868231][bookmark: _Toc254874261][bookmark: _Toc254875694][bookmark: _Toc333252913][bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]EXECUTIVE SUMMARY
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696]This Service Level Agreement (“SLA”) for the Database Hosting Service with Fermilab Experiments and Fermilab Service Providers documents:
· The service levels provided for the Database Hosting Service
· The responsibilities of the Fermilab Database Services Group, Fermilab Experiments, Fermilab Experimenters and Fermilab Service Providers
· Specific terms and conditions relative to the standard Service Offerings
The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
[bookmark: _Toc333252914]SERVICE OVERVIEW
[bookmark: _Toc212977948][bookmark: _Toc213019255][bookmark: _Toc233013661][bookmark: _Toc333252915]SERVICE DESCRIPTION
[bookmark: _Toc233013663]This document defines the Oracle, Postgres, MySQL and SQL Server Database Hosting services.  Postgres and MySQL databases can be hosted on our shared server environment while Oracle and SQL Server databases require dedicated servers.  We require three categories of databases for each offering: development, integration and production instances.  In some cases, a replication server, for failover support, is added or replaces the integration server. This allows the production applications to be isolated from development work.   There is no license charge for the use of Postgres and MySQL on our shared servers.  However, as part of the Oracle and SQL Server Services, customers provide annual funding for database software license and maintenance costs. 
Support Pre-requisites
Support is available for Customers deployed only on certified platforms.  The Database Hosting Group will support only certified operating system and database combinations.  This service is only offered on in-warranty servers and storage hardware. We will provide Oracle’s Matrix certification list as well as other certification listings based on the offering. Acquisition of hardware and storage needs to be planned and coordinated with the Server and Storage Groups to support development, integration and production environments.   These three environments can be supported on as few as two servers.  Example:  A server named PRDSERVER can house the production database.  DEVSERVER can house both the development and the integration database.  All servers are expected to remain on certified configurations for the life of the support agreement.  Customers agree to provide timely downtime for upgrades, licenses and hardware needed to maintain certified platforms. Customers agree to name a primary and secondary Customer Database liaison to be used as the Customer contact between the end users and the Database Services Group.  
Oracle Offering 
1. Production will meet Oracle’s Optimal Flexible Architecture (OFA). OFA requires data redundancy for pre-defined database areas and is designed to reduce failure points to support up-time requirements for a 24x7 service.   Operating System software, home and products area require redundancy as well.  It is a requirement that storage be made available for two backups, i.e. one on local disk and one on a NAS device.  In addition, the backups are required to be written to tape (using dCache or TiBS).  
2. Storage requirements for replication servers are similar to those of production servers 
3. Integration can have a more relaxed data redundancy requirement and negotiations with customers will determine whether integration is shared on the development server or the production server. There are examples of both in our current environment.  If refreshes of production data are required, the integration space requirements need to match production space.   A more relaxed tape backup strategy can be defined.   24x7 support is not available for integration.
4. Development can also have a more relaxed data redundancy requirement.  Backup requirements are also more relaxed; only one backup device is needed.  A more relaxed tape backup strategy can be defined.   24x7 support is not available for development.
Postgres & MySQL Offering 
New requests for MySQL databases will not be considered after Oct 1, 2012.  
We provide a General Purpose Server for Postgres and MySQL offerings.  This is a shared resource; a 25G size limit is imposed for these services.   If a customer’s needs cannot be accommodated on the General Purpose server, then shared Intensity Frontier Servers are available or we will work with the customer to recommend a tailored system of independent hardware for them to purchase.  Independent hardware could be required if more than 8x5 support is requested, hardware requirements differ, ( i.e. mirroring data, 2 system disk areas) or a fail-over strategy is needed.  Neither Postgres nor MySQL have 3rd party 24x7 support.   Outside Fermilab’s DBA expertise, support is limited to internet resources (e.g. Google and forums).  24x7 support is not available for Postgres and MySQL.
SQL Server Offering
We will provide the minimum hardware and software requirements to install and run an SQL Server.  SQL Servers will be installed, patched and kept up-to-date.  Storage Service will be required to support backups.  24x7 support is not available for SQL Server.
[bookmark: _Toc333252916]SERVICE OFFERINGS
[bookmark: _Toc233013664]Standard Oracle Offering (No General Purpose Servers available)
Oracle is a Tier 1 database support level for mission-critical databases.  
· Oracle database licensing and maintenance (cost to the Customer) 
· Installation Services 
· Oracle security patches - Quarterly schedule (Coordinated with OS patching to reduce downtimes)
· Oracle RDBMS software upgrades 
· Security baseline to follow regarding passwords, access etc. 
· Initial environment assessment  (space, memory, scaling) 
· Development, Integration and Production Environments required
· Database environment monitoring and statistics collection 
· Performance monitoring and tuning
· Troubleshooting assistance
· Backup support 
· Oracle’s utility RMAN used to minimize data loss 
· Backups go to tape daily via Server Services
· Recovery operations
· Hardware design coordinated with the Server Services
· Database design and implementation consultation
· Performance optimization in collaboration with Application and Server Groups
· ERP applications upgrade and maintenance patching
· Webserver maintenance and troubleshooting
· Configuration of physical disks has to be coordinated with the Server Services.  Disk space is coordinated with the Storage (SAN) Services. 
· Support is 8x5 (specifically 8am-5pm weekdays). Off-hours support is available only for Oracle Production databases however response times may be severely degraded.  If 24x7 support is requested, it requires:
· an investment in hardware redundancy and other failover features
· a 24x7 warranty support on all hardware and the operating system, which may be an additional cost
· other dependent Service Providers (such as Network Services, Server Hosting Services, Storage Services and Application Services) being available 24x7 
· Customer contacts being available 24x7 for system verification and testing
· additional Database Services Group personnel
· Client software support available thru the Oracle Web site
Standard Postgres Offering (General Purpose and Intensity Frontier Servers available)

Open Source: Postgres is a Tier 1 database support level for mission-critical databases.   
· No licensing costs 
· Database installation services 
· Shared servers require coordinating upgrades and maintenance with all clients on that server
· Security baseline to follow regarding passwords, access etc.
· Initial overall environment assessment to ensure deployment on General Purpose Servers, c or own Servers 
· Development, Integration and Production Environments required
· Database performance analysis and optimization 
· On General Purpose Servers, the number of connections allowed is limited and an algorithm is utilized to ensure resources are available.  Currently no databases have more than a handful of connections.  All resources are shared with other clients. 
· Size Limit: < 25G database size on General Purpose Servers
· Basic database troubleshooting assistance 
· Backup Support: Depending on backup configuration, there can be data loss even with Postgres tar’d up daily and xlogs being available to roll forward
· Backups go to tape daily via Server Services
· Recovery operations
· Hardware design coordinated with the Server Services. 
· Database design and implementation consultation
· Performance optimization in collaboration with Application and Server Groups
· Support is 8x5 (specifically 8am-5pm weekdays).  Off-hours support and response services are not available.  There is no 3rd party or vendor support available for Postgres database issues.  If 24x7 support is requested, it requires:
· an investment in hardware redundancy and other failover features
· a 24x7 warranty support on all hardware and the operating system, which may be an additional cost
· other dependent Service Providers (such as Network Services, Server Hosting Services, Storage Services and Application Services) being available 24x7 
· Customer contacts being available 24x7 for system verification and testing
· additional Database Services Group personnel
· No client software support
Standard MySQL Offering (General Purpose and Intensity Frontier Servers available) 

Open Source:  MySQL is a Tier 2 database support level.
· No licensing costs 
· Installation services, however, requests for new MySQL databases will not be considered after Oct 1, 2012 
· Shared servers require coordinating upgrades and maintenance with all clients on that server
· Security baseline to follow regarding passwords, access etc
· Initial overall environment assessment to ensure deployment on General Purpose Servers On General Purpose Servers limiting number of connections allowed - we have an algorithm we'll follow to ensure resources are available, currently no databases have more than a handful of connections.  All resources are shared with other clients. 
· Size Limit: < 25G database size for General Purpose Servers or own Servers 
· Initial overall environment assessment to ensure deployment on General Purpose Servers, Intensity Frontier or own Servers
· Development, Integration  and Production Environments required
· Open Source Server performance analysis and optimization
· On General Purpose Servers, the number of connections allowed is limited and an algorithm is utilized to ensure resources are available.  Currently no databases have more than a handful of connections.  All resources are shared with other clients. 
· Size Limit: < 25G database size on General Purpose Servers
· Basic Troubleshooting Assistance 
· Backup Support: There could be data loss.  MySQL Dumps are done only ONCE a day, and bin logs are kept for 2 days - there could data loss  
· Backups go to tape daily via Server Services
· Recovery available with data loss at the cluster level, no support for table level recovery
· Hardware design coordinated with the Server Services 
· Support is 8x5 (specifically 8am-5pm weekdays), no off-hours support is available
· Database design and implementation consultation
· Performance optimization in collaboration with Application and Server Groups 
· No Client software support
· We can negotiate providing support for advanced MySQL projects, i.e. configuration of MySQL replication or advanced installation options

Standard SQL Server Offering (No General Purpose Servers available) 
SQL Server is a Tier 2 database support level.
· SQL Server licensing and maintenance (cost to the Customer) 
· Installation Services 
· SQL Server Security Patches – no formal schedule 
· SQL Server Software upgrades 
· Security baseline to follow regarding passwords, access etc. 
· Initial environment assessment  (space, memory, scaling) 
· Development, Integration  and Production Environments required
· Performance monitoring and tuning
· Troubleshooting Assistance
· Backup Support  
· Recovery operations at the SQL Server Level
· Hardware design coordinated with the Server Services
· Configuration of physical disks has to be coordinated with the Server Services and disk space is coordinated with the Storage (SAN) Services
· Database design and implementation consultation
· Performance optimization in collaboration with Application and Server Groups
· Support is 8x5 (specifically 8am-5pm weekdays).  Off-hours support and response services are not available.  If 24x7 support is requested, it requires:
· an investment in hardware redundancy and other failover features
· a 24x7 warranty support on all hardware and the operating system, which may be an additional cost
· other dependent Service Providers (such as Network Services, Server Hosting Services, Storage Services and Application Services) being available 24x7 
· Customer contacts being available 24x7 for system verification and testing
· additional Database Services Group personnel
· No client software support

[bookmark: _Toc233013665] ENHANCED OFFERINGS
Any service component beyond those listed above will be negotiated on a case by case basis.  
[bookmark: _Toc233013666] OFFERING COSTS
[bookmark: _Toc233013667]Customers utilizing the Oracle offering will incur costs equal to 10% of annual maintenance costs for licenses.  Customers utilizing the SQL Server offering will incur licensing costs for installation and maintenance.  Customers utilizing their own Postgres or MySQL servers will not incur costs related to the database software, but may incur costs for operating system licensing and hardware maintenance costs depending on arrangements with the Server and Storage Services.  Off-hours operating system support licenses may incur additional cost as well. 
[bookmark: _Toc333252917]LIFECYCLE MANAGEMENT CONTEXT
1. Planning, analysis and design of initial hardware to work with this service is a collaborative effort between the Database Hosting Group, and the Server and Storage Groups.   Procurement of the development, integration and production servers is provided by the Customer and will be a coordinated effort between the Database Hosting Group and the Server and Storage Groups.  
1. The Database Hosting Group will support three main database categories: development, integration and production.  In some cases, a fourth database category of replication (or failover) may replace integration.  All changes to the database application or database structure are required to go through all three stages, per ITIL standards. 
1. A development database will be used for database and application development, testing of database features and as a repository for Designer2000 or other similar design tools.  The Customer is responsible for the development phase.
1. An integration database will be used for testing pre-production database applications by the Customer.  If the Customer provides sufficient storage, the integration instance may be refreshed by the DBA’s with production data on an as-needed basis during normal business hours. This refresh process is resource intensive so it will require negotiation. 
1. A production database will be used for fully operational database applications and will house only "real" or “live” data.  Access to the production database will be based on ‘minimal need’ requirement. 
1. In the Maintenance and Operations phases the Database Hosting Group will patch, monitor and troubleshoot databases issues.  Maintenance periods need to be defined to ensure adequate time for patching.
1. Each year a “Taking Stock Meeting” may be coordinated between the Customer, the Application Group, the Server Services and the Database Hosting Group to review and coordinate services and to review hardware and space requirements.
1. Upgrades will be coordinated depending on the offerings service life. 
1. This service is only offered on in-warranty servers and storage hardware.  End-of-Life hardware must be replaced in a timely manner by the Customer.  The migration plan will be made and executed by the Database Hosting Group.  Excess old equipment will be handled by Server Services.
1. DBA authority to any database will be restricted to trained personnel in the Database Support Group.

[bookmark: _Toc503156628][bookmark: _Toc503156692][bookmark: _Toc503156743][bookmark: _Toc503671483][bookmark: _Toc503674438][bookmark: _Toc504366410][bookmark: _Toc504449142][bookmark: _Toc506001052][bookmark: _Toc513861516][bookmark: _Toc513861657][bookmark: _Toc513861770][bookmark: _Toc514138105][bookmark: _Toc515072829][bookmark: _Toc518798641][bookmark: _Toc518806023][bookmark: _Toc518806337][bookmark: _Toc518806458][bookmark: _Toc518806511][bookmark: _Toc518806703][bookmark: _Toc518806859][bookmark: _Toc520512726][bookmark: _Toc520512799][bookmark: _Toc520512896][bookmark: _Toc520513024][bookmark: _Toc520513111][bookmark: _Toc520513167][bookmark: _Toc520513213][bookmark: _Toc520513583][bookmark: _Toc523638670][bookmark: _Toc523639930][bookmark: _Toc523639955][bookmark: _Toc527341341][bookmark: _Toc528462982][bookmark: _Toc528464562][bookmark: _Toc531588482][bookmark: _Toc149634277][bookmark: _Toc213019263][bookmark: _Toc254867553][bookmark: _Toc254867890][bookmark: _Toc254868128][bookmark: _Toc254868240][bookmark: _Toc254874270][bookmark: _Toc254875697][bookmark: _Toc333252918][bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411] RESPONSIBILITIES
[bookmark: _Toc333252919]CUSTOMER RESPONSIBILTIES
The Customer is responsible to designate a liaison to act on behalf of the organization.  Liaison responsibilities include:
1. Overall responsibility for the databases
1. Responsibility for the following Database Categories:  
1. PRODUCTION – A production database will be used for fully working database applications and will house only "real" or “live” data. 
1. INTEGRATION – An integration database will be used for testing pre-production database applications. Space requirements have to be considered for the support of refreshes.  Occasionally, and pre-arranged, the integration instance may be refreshed with production data. 
1. REPLICATION – A replication database, sometimes used to replace the integration database, will be used as a mirror for the production server and can act as a failover for the production server.
1. DEVELOPMENT – A development database will be used for database and application development, testing of database features and as a repository for Designer2000 or other similar design tools.  The Customer is responsible for the development phase.
1. Responsible for the planning and purchasing of server hardware, storage and any required licenses for certified platforms.  The Storage Group, the Server Group and the Database Support Group can provide the Customer with information and guidance regarding certified platforms of hardware, storage, licenses and databases.  
1. Responsibility for following On-Call Procedures per Foundation SLA.
1. If 24x7 support is requested, Customer contacts must be available 24x7 for system verification and testing

[bookmark: _Toc333252920]USER RESPONSIBILTIES
Users are responsible for contacting the Customer Database liaison to obtain access to the database.  The database liaison(s) will contact the Database Support Group with authorization for access(s).  Users are responsible for communicating downtimes to end user communities.  The Database Group will contact all Customer Database liaisons with downtime schedules prior to the downtime.  Users may be involved with system testing after database installation, upgrade, maintenance, and after incidents or outage resolution.

[bookmark: _Toc333252921]SERVICE PROVIDER RESPONSIBILTIES
The Database Support Group is responsible for providing all services documented in Section 2.  

[bookmark: _Toc212977949][bookmark: _Toc213019256][bookmark: _Toc254867554][bookmark: _Toc254867891][bookmark: _Toc254868129][bookmark: _Toc254868241][bookmark: _Toc254874271][bookmark: _Toc254875698][bookmark: _Toc333252922]COMPUTER SECURITY CONSIDERATIONS
[bookmark: _Toc212977951][bookmark: _Toc213019258][bookmark: _Toc254867556][bookmark: _Toc254867893][bookmark: _Toc254868131][bookmark: _Toc254868243][bookmark: _Toc254874273][bookmark: _Toc254875700]Refer to the Foundation SLA and to the Baseline Security documents which can be found at http://www-css.fnal.gov/dsg/internal/baselines/index.html.  These baselines are a constraint on how the Database Hosting Service can be operated.  Database Services will operate according to specific offerings.  For example, one of the requirements of the Oracle Baseline Security document is the requirement to deploy Oracle Quarterly patches.  The Customer is required to provide maintenance periods in a timely manner in order to allow quarterly patches to be deployed.   Several Customers are currently running on a Solaris platform and follow this schedule.  The same schedule is currently being followed for Linux RHAS deployments.  Monthly maintenance schedules may be required in the future.
[bookmark: _Toc333252923]SERVICE SUPPORT PROCEDURE
[bookmark: _Toc333252924][bookmark: _Toc254867557][bookmark: _Toc254867894][bookmark: _Toc254868132][bookmark: _Toc254868244][bookmark: _Toc254874274][bookmark: _Toc254875701]REQUESTING SERVICE SUPPORT 
When requesting Service Support, the Customer should refer to the Foundation SLA.  
[bookmark: _Toc333252925]STANDARD ON-HOURS SUPPORT
[bookmark: _Toc254874275]HOURS
[bookmark: _Toc254874276]Standard on-hours are 8x5 (8am-5pm Monday-Friday).
SUPPORT DETAILS
[bookmark: _Toc254867558][bookmark: _Toc254867895][bookmark: _Toc254868133][bookmark: _Toc254868245][bookmark: _Toc254874277][bookmark: _Toc254875702]When requesting Service Support, the Customer should refer to the Foundation SLA.  
[bookmark: _Toc333252926]STANDARD OFF-HOURS SUPPORT
[bookmark: _Toc254874278]HOURS
[bookmark: _Toc254874279]Off-hours support is available only for Oracle Production databases however response times may be severely degraded.  Other than for Oracle Production databases, unless specifically negotiated with the Customer, there is no off-hours Database Services support.
SUPPORT DETAILS
[bookmark: _Toc254867559][bookmark: _Toc254867896][bookmark: _Toc254868134][bookmark: _Toc254868246][bookmark: _Toc254874280][bookmark: _Toc254875703]All incidents will be routed through the Service Desk and an incident ticket created.  Any interruption regarding access to a Production database will be given appropriate priority.  The Service Desk will contact the Database Services Group as identified in the Service Now On-Call list.  The Database Services Group will triage the issue and contact the appropriate Service Group.  Off-hours support and response services are negotiated.  Any non-scheduled interruption to a Production database will be followed up by a root cause analysis, which will include participation by the Customer Database liaison, any user involved, the Database Services Group, the Server Group.  Additional participants in the root cause may be required to participate (e.g. the Storage Group) if their service was involved in the interruption.
[bookmark: _Toc333252927]SPECIAL SUPPORT COVERAGE
[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704]Customers can request additional support for certified platforms.   Approval of additional support will be negotiated on a case by case basis and will depend on the availability of resources.
[bookmark: _Toc212977950][bookmark: _Toc213019257][bookmark: _Toc254867561][bookmark: _Toc254867898][bookmark: _Toc254868136][bookmark: _Toc254868248][bookmark: _Toc254874282][bookmark: _Toc254875705][bookmark: _Toc333252929]SERVICE TARGET TIMES AND PRIORITIES
[bookmark: _Toc254867562][bookmark: _Toc254867899][bookmark: _Toc254868137][bookmark: _Toc254868249][bookmark: _Toc254874283][bookmark: _Toc254875706][bookmark: _Toc333252930]RESPONSE TIME
The response time for these services is outlined in the Foundation SLA.
[bookmark: _Toc254867563][bookmark: _Toc254867900][bookmark: _Toc254868138][bookmark: _Toc254868250][bookmark: _Toc254874284][bookmark: _Toc254875707][bookmark: _Toc333252931]RESOLUTION TIME
[bookmark: _Toc254867564][bookmark: _Toc254867901][bookmark: _Toc254868139][bookmark: _Toc254868251][bookmark: _Toc254874285][bookmark: _Toc254875708]Service requests will be prioritized through the Service Now tool by The Service Owner or Service Providers.  Reasonable efforts will be made to respond to service requests using the guidelines outlined in the FNAL Foundations SLA, section 6.3.  There is no resolution time target across services for requests due the wide variety of requests being handled. Each service shall provide some guidance on the expected resolution time to the Customer liaison for the most frequent requests to help set user expectations.
[bookmark: _Toc333252932]INCIDENT AND REQUEST PRIORITIES 
[bookmark: _Toc254867565][bookmark: _Toc254867902][bookmark: _Toc254868140][bookmark: _Toc254868252][bookmark: _Toc254874286][bookmark: _Toc254875709]When requesting Service Support, the Customer should refer to the Foundation SLA.  
[bookmark: _Toc333252933]CRITICAL INCIDENT HANDLING
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712]Critical incidents involving the Database Hosting Service will follow procedures outlined in the Foundation SLA.
Reminder: The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
[bookmark: _Toc333252934]CUSTOMER REQUESTS FOR SERVICE ENHANCEMENT
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713]When requesting Service Support, the Customer should refer to the Foundation SLA. 
[bookmark: _Toc333252935]SERVICE CHARGING POLICY
[bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714]When requesting Service Support, the Customer should refer to the Foundation SLA.  
[bookmark: _Toc333252936]SERVICE MEASURES AND REPORTING
[bookmark: _GoBack]The Service Offering dashboard for Database Hosting is available in the service desk application under the report section. The dashboard measures each offering for this service against the incident response and resolution times and request response times defined in the Foundation SLA. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.



[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc333252937]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[bookmark: _Toc212977956][bookmark: _Toc213019268][bookmark: _Toc233013685]Supported hardware and software matrixes are a fluid set of requirements.  The Database Support Group, Storage Group and System Support Group will consult with requester at time of request for latest supported configurations.
[bookmark: _Toc333252938]APPENDIX B: SLA REVIEW PROCEDURE
[bookmark: _Toc213019269][bookmark: _Toc233013686]The Database Hosting Service Level Agreement will be reviewed with Customers when needed because of changes in support or requirements.
[bookmark: _Toc333252939][bookmark: _Toc213019270][bookmark: _Toc233013687]APPENDIX C: OPERATIONAL LEVEL AGREEMENT (OLA) CROSS-REFERENCE 
CS DOCDB 4316 FNAL IT Server Hosting OLA
CD DOCDB 4311 FNAL NAS Hosting SLA

[bookmark: _Toc333252940]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
Oracle Support Contract
Remote DBA Experts Contract
[bookmark: _Toc255304211][bookmark: _Toc333252941][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: _Toc255304212][bookmark: _Toc333252942]E.1	EXPERIMENTS
[bookmark: _Toc255304213]No terms and conditions have been negotiated for this customer.
[bookmark: _Toc333252943]E.2	SERVICE PROVIDERS
No terms and conditions have been negotiated for this customer.
[bookmark: _Toc333252944]APPENDIX F: ESCALATION PATH
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