IT Service Continuity Plan – DataCenter

[bookmark: _GoBack]Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area:  Data Center Services
Service Offerings:  Data Center IMAC; Server Repair
Service Areas that depend on this service:  IT Server Hosting
Recovery Objectives
Recovery Time Objective (RTO) <72 hours
RTO is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations.
Recovery Point Objective (RPO) N/A
RPO is defined as the maximum interval of data loss since the last backup that can be tolerated and still resume the business process.
Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Managed Service Technicians
	IMAC Experts
	
	See Foundation SLA

	Facilities Engineering Services
	Fermilab buildings/grounds.
	
	

	Computer Sector Facilities
	Data Center Facility Experts
	
	

	IT Server Service Owners/Providers
	Server Experts
	
	See Foundation SLA

	Network Service Owners
	Network Experts
	
	See Foundation SLA

	
	
	
	



Recovery Strategy
Engage providers to implement a work around and to isolate / resolve the issue.  Delivering these services requires access to physical locations on the Fermilab site.
Strategy for initial recovery
· Work with Computer Sector Facilities or Facilities Engineering Support Services to resolve issues preventing the delivery of services.
· Work with IT Server Hosting and Networking Services to rebuild affected infrastructure.
Overall recovery strategy
Operate Data Center services in a degraded state.  Take corrective action so that normal operations can resume.
Recovery Scenarios
Wilson Hall not available
· Contact managed service site manager.
· Work to relocate technicians to an FCC conference room.
· Obtain loaner laptops located in the Service Desk area.
· Work with Facilities Engineering Services (FESS) to resolve issues preventing access to building.
FCC, GCC, LCC not available
· Work with Computing Sector Facilities, through the Incident Management process to restore access to the building.
Servers not available
· Managed Service Support Technicians will evaluate servers. Identify systems that can be repaired and which ones need to be replaced. Provide report to IT Server Hosting team.
· If servers need to be relocated to another building work with facilities to identify needed resources (rack space, power, cooling).
· Coordinate installation of replacement servers with IT Server Hosting team.
· Coordinate network connections with network Services team.
Hardware Technicians agents not available
· Work with managed service site manager to reassign or obtain additional resources.
· Managed Service provider will take necessary steps to ensure enough staffing to meet commitments.
Unable to provide service by a sub-contracted provider
· Escalate within Dell management structure.
· Obtain parts / service from other vendors as required to maintain service commitments.
Return to Operations
After restoration, the Service Desk will be able to operate all contact channels with enough staffing to meet commitments.
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