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1 INTRODUCTION

[bookmark: _Toc254867544][bookmark: _Toc254867881][bookmark: _Toc254868119][bookmark: _Toc254868231][bookmark: _Toc254874261][bookmark: _Toc254875694][bookmark: _Toc255372715][bookmark: _Toc254867545][bookmark: _Toc254867882][bookmark: _Toc254868120][bookmark: _Toc254868232][bookmark: _Toc254874262][bookmark: _Toc254875695]EXECUTIVE SUMMARY
This Operational Level Agreement (“OLA”) for the Datacenter Service with the Computing Sector documents:
· The service levels provided for the Datacenter Service
· The responsibilities of the Datacenter Service Owner , Service  Providers (Customers), and System Administrators (Users)
· Specific terms and conditions relative to the standard Service Offering.
The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
NOTE: For the purposes of this document, Customer refers to the organization which requests and receives the service; User refers to those individuals within the customer organization who access the service on a regular basis.
[bookmark: _Toc254867552][bookmark: _Toc254867889][bookmark: _Toc254868127][bookmark: _Toc254868239][bookmark: _Toc254874269][bookmark: _Toc254875696][bookmark: _Toc255372716]SERVICE OVERVIEW
[bookmark: _Toc212977948][bookmark: _Toc213019255][bookmark: _Toc233013661][bookmark: _Toc255372717]SERVICE DESCRIPTION
[bookmark: _Toc233013663][bookmark: _Toc255372718]On-premise managed services which interact with laboratory service providers, including IMACs (Install/Move/Add/Change) of servers, racks and power distribution units, consoles and network cabling. These services may include support and repair of IT assets currently under warranty, IT assets that may roll off of warranty during the term of the support agreement or IT assets that are no longer under warranty.   
SERVICE OFFERINGS
The Managed Service Datacenter IMAC service provides Service Owners and Providers with a “one-stop” shop for requesting work in any one of the compute facilities overseen by the Core Computing Division.
Server hardware is vital to the day-to-day operations that users perform in executing the Fermilab mission. The Managed Service Datacenter Hardware Repair will fulfill the Server Incident and Resolution Time SLAs for this task for all equipment types including Sun Microsystems (Oracle), Dell, Hewlett Packard, and “White Box” manufacturers.  Dell has teamed with Akibia to provide post warranty support for the defined inventory of equipment that requires 24x7 and Next Working Day break/fix respectively.
[bookmark: _Toc233013664]STANDARD OFFERING
The managed service provider interfaces between Fermilab system administrators, Facilities, Networking and Logistics to manage the staging of systems and infrastructure devices to provide datacenter support, including IMACs.

For all services and scenarios described below, the managed service provider is to support asset lifecycle management from procurement to disposal; provide unique asset identifier and update asset status in asset and/or configuration management database in compliance with Fermilab IT asset management (ITAM) standards.

[bookmark: _Toc290830041][bookmark: _Toc299970879]DataCenter IMAC
Equipment Install Request
Installation of new equipment- including servers, racks, and networking infrastructure. The Datacenter Team is responsible for coordinating all work between Facilities, Networking and Logistics. 
[bookmark: _Toc290830042][bookmark: _Toc299970880]Equipment Move Request
Operating equipment is being moved from one location to another, presumably from one managed data center to another. The Datacenter Team is responsible for coordinating all work between Facilities, Networking and Logistics. 
[bookmark: _Toc290830043][bookmark: _Toc299970881]Equipment Removal Request
Removal of equipment from service including replacing empty rack slot with filler plates and reformatting of system disk and evaluation of equipment to identify if it is a candidate for re-purposing.. The Datacenter Team is responsible for coordinating all work between Facilities, Networking and Logistics. 

[bookmark: _Toc299970888]Datacenter Server Repair
The Fermilab installed equipment base consists primarily of Sun Microsystems, Dell and Hewlett Packard data center equipment. The installed base may also include commodity (‘white box’) computer and storage (disk) servers.  Services provided include both in warranty and post warranty support. Included in the hardware support service are parts, labor, travel, call management (7 x 24 x 365 Live Dispatcher) and Escalation Management.

[bookmark: _Toc233013665] ENHANCED OFFERINGS
All elements of the Standard Offering, PLUS:
· Farm/Large Buy Installations
The Managed Service can assist with the installation (see above) or overseeing the installation of Farm/Large System Buys. Installation costs may be incurred and should be included with the Farm/Large Buy negotiations.  
Overseeing the installation of Farms/Large Buys is covered under the standard offering and the Managed Service Datacenter Team should be involved with aspects around delivery and installation As soon as possible.
· Special Equipment
The Managed Service can provide support for special equipment installation and warranty support. Contact the Service owner for more information.

· Time –Critical Installations/Removals 
The Managed Service Datacenter Team provides IMAC services without charge to customers as part of their standard service offering. Customers that require these services on a timescale outside of the normal install process can negotiate with the Managed Service provider. These requests may incur additional costs.



[bookmark: _Toc233013666] OFFERING COSTS
The cost of the IMAC service is covered under the Dell Managed Service Contract and is paid for by the Core Computing Division as a service to the laboratory.
If an IMAC request is deemed a project and incurs additional costs, the customer may be required to pay for part or all of the additional project costs. The additional cost will be negotiated and agreed upon by the customer, CCD Management and the Managed Service Site Manager before any work is initiated.
The cost of the Hardware repair service is covered under the Dell Managed Service Contract and is paid for by the Core Computing Division as a service to the lab. Hardware no longer under warranty but identified as critical will incur a monthly support fee for support. Hardware no longer under warranty will incur time and materials for repair.  
[bookmark: _Toc233013667][bookmark: _Toc255372719]LIFECYCLE MANAGEMENT CONTEXT
The Managed Service Datacenter IMAC service is a key element to IT Server Hosting Service Lifecycle management.
[bookmark: _Toc503156628][bookmark: _Toc503156692][bookmark: _Toc503156743][bookmark: _Toc503671483][bookmark: _Toc503674438][bookmark: _Toc504366410][bookmark: _Toc504449142][bookmark: _Toc506001052][bookmark: _Toc513861516][bookmark: _Toc513861657][bookmark: _Toc513861770][bookmark: _Toc514138105][bookmark: _Toc515072829][bookmark: _Toc518798641][bookmark: _Toc518806023][bookmark: _Toc518806337][bookmark: _Toc518806458][bookmark: _Toc518806511][bookmark: _Toc518806703][bookmark: _Toc518806859][bookmark: _Toc520512726][bookmark: _Toc520512799][bookmark: _Toc520512896][bookmark: _Toc520513024][bookmark: _Toc520513111][bookmark: _Toc520513167][bookmark: _Toc520513213][bookmark: _Toc520513583][bookmark: _Toc523638670][bookmark: _Toc523639930][bookmark: _Toc523639955][bookmark: _Toc527341341][bookmark: _Toc528462982][bookmark: _Toc528464562][bookmark: _Toc531588482][bookmark: _Toc149634277][bookmark: _Toc213019263][bookmark: _Toc254867553][bookmark: _Toc254867890][bookmark: _Toc254868128][bookmark: _Toc254868240][bookmark: _Toc254874270][bookmark: _Toc254875697][bookmark: _Toc255372720][bookmark: _Toc503156629][bookmark: _Toc503156693][bookmark: _Toc503156744][bookmark: _Toc503671484][bookmark: _Toc503674439][bookmark: _Toc504366411] RESPONSIBILITIES
[bookmark: _Toc255372721]CUSTOMER RESPONSIBILTIES

[bookmark: _Toc255372722]USER RESPONSIBILTIES

[bookmark: _Toc255372723]SERVICE PROVIDER RESPONSIBILTIES

[bookmark: _Toc212977949][bookmark: _Toc213019256][bookmark: _Toc254867554][bookmark: _Toc254867891][bookmark: _Toc254868129][bookmark: _Toc254868241][bookmark: _Toc254874271][bookmark: _Toc254875698][bookmark: _Toc255372724]COMPUTER SECURITY CONSIDERATIONS
 “Refer to the Foundation SLA”.
[bookmark: _Toc212977951][bookmark: _Toc213019258][bookmark: _Toc254867556][bookmark: _Toc254867893][bookmark: _Toc254868131][bookmark: _Toc254868243][bookmark: _Toc254874273][bookmark: _Toc254875700][bookmark: _Toc255372725]SERVICE SUPPORT PROCEDURE
[bookmark: _Toc255372726][bookmark: _Toc254867557][bookmark: _Toc254867894][bookmark: _Toc254868132][bookmark: _Toc254868244][bookmark: _Toc254874274][bookmark: _Toc254875701]REQUESTING  SERVICE SUPPORT 
Refer to the Foundation SLA.
[bookmark: _Toc255372727]STANDARD ON-HOURS SUPPORT
[bookmark: _Toc254874275]HOURS
 8x5 Monday through Friday, 8am – 4:30pm U.S. Central Time, not including Fermilab work holidays.
[bookmark: _Toc254874276]SUPPORT DETAILS
[bookmark: _Toc254867558][bookmark: _Toc254867895][bookmark: _Toc254868133][bookmark: _Toc254868245][bookmark: _Toc254874277][bookmark: _Toc254875702]Support includes all descriptions listed in this Service Level Agreement. The person requesting the service must be available for consultation from the support staff. If support is requested in regards to a Critical Incident please refer to the Foundation SLA.

[bookmark: _Toc255372728]STANDARD OFF-HOURS SUPPORT
[bookmark: _Toc254874278]HOURS
[bookmark: _Toc254874279] Datacenter requests are not supported off-hours unless negotiated between the Customer and the Managed Service Site Manager.
Hardware repair requests are available off-hours depending on the support negotiated for the device in question.
[bookmark: _Toc254867559][bookmark: _Toc254867896][bookmark: _Toc254868134][bookmark: _Toc254868246][bookmark: _Toc254874280][bookmark: _Toc254875703][bookmark: _Toc255372729]SPECIAL SUPPORT COVERAGE
[bookmark: _Toc230609365][bookmark: _Toc254867560][bookmark: _Toc254867897][bookmark: _Toc254868135][bookmark: _Toc254868247][bookmark: _Toc254874281][bookmark: _Toc254875704] 
Customers’ can request additional support be provided on a temporary basis.  These requests must be negotiated and are subject to approval based on the staff available at the time and the nature of the additional support.  An example of such support would be off hour or weekend installations during a high priority project.
Please note that requests of this nature may incur additional costs and will need to be approved  by the requestor, Core Computing Division Management and the Managed Service Site Manager before work can be initiated.
Requests for special support coverage should be made no less than 2 week before the date for which the coverage is requested. 

[bookmark: _Toc255372730]SERVICE BREACH PROCEDURES
[bookmark: _Toc212977950][bookmark: _Toc213019257][bookmark: _Toc254867561][bookmark: _Toc254867898][bookmark: _Toc254868136][bookmark: _Toc254868248][bookmark: _Toc254874282][bookmark: _Toc254875705]In event of a service breach, the Service Level Manager, along with the Service Owner and Incident Manager will conduct a full review of the incident to determine the cause of the service breach.  If the cause of the breach was due to the Datacenter IMAC Service, the Service Level Manager  will create a service improvement plan to try to prevent a recurrence of the circumstances which caused the breach.  The creation of the service improvement plan may require the mandatory attendance of the customer or a representative for the customer.
[bookmark: _Toc255372731]SERVICE TARGET TIMES AND PRIORITIES
[bookmark: _Toc254867562][bookmark: _Toc254867899][bookmark: _Toc254868137][bookmark: _Toc254868249][bookmark: _Toc254874283][bookmark: _Toc254875706][bookmark: _Toc255372732]RESPONSE TIME
Response times are outlined in the Foundation SLA.
[bookmark: _Toc254867563][bookmark: _Toc254867900][bookmark: _Toc254868138][bookmark: _Toc254868250][bookmark: _Toc254874284][bookmark: _Toc254875707][bookmark: _Toc255372733]RESOLUTION TIME
Resolution times are based on the request and will be agreed upon by the requestor and the Managed Service Datacenter Team Lead.
[bookmark: _Toc254867564][bookmark: _Toc254867901][bookmark: _Toc254868139][bookmark: _Toc254868251][bookmark: _Toc254874285][bookmark: _Toc254875708][bookmark: _Toc255372734]INCIDENT AND REQUEST PRIORITIES
Refer to the Foundation SLA.
[bookmark: _Toc254867565][bookmark: _Toc254867902][bookmark: _Toc254868140][bookmark: _Toc254868252][bookmark: _Toc254874286][bookmark: _Toc254875709][bookmark: _Toc255372735] CRITICAL INCIDENT HANDLING
[bookmark: _Toc254867566][bookmark: _Toc254867903][bookmark: _Toc254868141][bookmark: _Toc254868253][bookmark: _Toc254874287][bookmark: _Toc254875710]Refer to the Foundation SLA.
Reminder: The service levels defined in this agreement are in effect during normal operations, in the case of a continuity situation they may change.
[bookmark: _Toc528464564][bookmark: _Toc531588484][bookmark: _Toc149634279][bookmark: _Toc213019260][bookmark: _Toc254867568][bookmark: _Toc254867905][bookmark: _Toc254868143][bookmark: _Toc254868255][bookmark: _Toc254874289][bookmark: _Toc254875712][bookmark: _Toc255372736]CUSTOMER REQUESTS FOR SERVICE ENHANCEMENT
[bookmark: _Toc212977953][bookmark: _Toc213019262][bookmark: _Toc254867569][bookmark: _Toc254867906][bookmark: _Toc254868144][bookmark: _Toc254868256][bookmark: _Toc254874290][bookmark: _Toc254875713]Refer to the Foundation SLA.
[bookmark: _Toc255372737]SERVICE CHARGING POLICY
[bookmark: _Toc212977954][bookmark: _Toc213019266][bookmark: _Toc254867570][bookmark: _Toc254867907][bookmark: _Toc254868145][bookmark: _Toc254868257][bookmark: _Toc254874291][bookmark: _Toc254875714]The Core Computing Division pays for all costs around this service. Special requests/projects may incur additional costs. See section 2.2.3
[bookmark: _Toc255372738]SERVICE MEASURES AND REPORTING
The Managed Service contract outlines the following measurements for Datacenter Services:
Data Center
Hardware Installation. Move, Add, Change (IMAC)

Service Measure                           Minimum Accepted Service Level                   Data Source
Time to respond to the service request
≥95% within  4 Business Hours
Vendor ITSM Tool
Time to complete the hardware IMAC
≥95% within  timeline negotiated at time of request
Vendor ITSM Tool


Measurement Interval: Measured and reported monthly.




9.1       Server Management Service Tower
9.1.1    Server Incident Response


Service Measure                                 Minimum Accepted Service Level                    Data Source
Time to Respond to a Server
Incident (Priority – Critical)
≥95% within  1 hour of Opening a case
Vendor ITSM Tool
Time to Respond to a Server
Incident (Priority - High)
≥95% within  4 hours of Opening a case
Vendor ITSM Tool
Time to Respond to a Server
Incident (Priority - Medium)
≥95% within  8 hours of Opening a case
Vendor ITSM Tool
Time to Respond to a Server
Incident (Priority - Low)
≥95% within  8 hours of Opening a case
Vendor ITSM Tool



Measurement Interval: Measured and reported monthly.

9.2.2    Server Resolution Time
Service Measure                                 Minimum Accepted Service Level                    Data Source
Time to Resolve a Server
Incident (Priority – Critical)
≥95% within  5 hours of Opening a case
Vendor ITSM Tool
Time to Resolve a Server
Incident (Priority –High)
≥95% within  35 hours (1.5 days) of Opening a case
Vendor ITSM Tool
Time to Resolve a Server
Incident (Priority – Medium)
≥95% within  97 hours (4 days) of Opening a case
Vendor ITSM Tool
Time to Resolve a Server
Incident (Priority – Low)
≥95% within  172 hours (7 days) of Opening a case
Vendor ITSM Tool



Measurement Interval: Measured and reported monthly.

Server Resolution Time Assumptions: Achieving these Minimum  Accepted Service Levels is dependent on equipment/parts availability, server warranty and maintenance contracts aligned to the service levels and approved change request.

9.2.3    IT Manager Service Satisfaction (for Data Center Services)

Service Measure                                 Minimum Accepted Service Level                    Data Source
Measures the satisfaction of the Users with the Services
≥80% of surveys with  Positive Choices
Survey Tool


Measurement Interval: Measured and reported monthly.

“Positive Choice” is defined as an average satisfaction score of 3-5 (out of a scale of 1 to 5) as outlined below 
The Service Offering dashboard for the Datacenter Services  is available in the service desk application under the report section. The dashboard measures each offering for this service against the incident response and resolution times and request response times defined in the Foundation SLA. The dashboard shows performance trending for the Service Offerings on a weekly/monthly/yearly basis.
The Service Offering dashboard is available to Service Owners and Providers, Business Analysts, Process Owners and Senior IT Management.  
Service Level breaches are identified in the service offering dashboard and are monitored by the Service Owners, Incident Manager and Service Level Manager.

[bookmark: _GoBack]



[bookmark: _Toc212977957][bookmark: _Toc213019272][bookmark: _Toc233013684][bookmark: _Toc255372739]APPENDIX A: SUPPORTED HARDWARE AND SOFTWARE
[The DataCenter IMAC team supports all elements of relay rack equipment approved by the Facilities group.
[bookmark: _Toc212977956][bookmark: _Toc213019268][bookmark: _Toc233013685][bookmark: _Toc255372740]APPENDIX B: OLA REVIEW PROCEDURE
[bookmark: _Toc213019269][bookmark: _Toc233013686]This OLA will be reviewied yearly by the Service Level Manager, Managed Service Site Manager, Datacenter IMAC Team Leader and interested customers. Changes to the agreement will be agreed upon and the OLA updated.
[bookmark: _Toc213019270][bookmark: _Toc233013687][bookmark: _Toc255372741]APPENDIX C: OPERATIONAL LEVEL AGREEMENT (OLA) CROSS-REFERENCE 

Network Services SLA
[bookmark: _Toc255372742]APPENDIX D: UNDERPINNING CONTRACT (UC) CROSS-REFERENCE 
Facilities Underpinning Contract
[bookmark: _Toc255304211][bookmark: _Toc255372743][bookmark: _Toc233013688]APPENDIX E: TERMS AND CONDITIONS BY CUSTOMER
[bookmark: _Toc255304212][bookmark: _Toc255372744]E.1	CUSTOMER 1
“No terms and conditions have been negotiated for this customer.
[bookmark: _Toc255304213][bookmark: _Toc255372745]E.2	CUSTOMER 2
[bookmark: _Toc255372746] “No terms and conditions have been negotiated for this customer.
APPENDIX F: ESCALATION PATH
Please Refer to the Foundation SLA.
[bookmark: _Toc255372747][bookmark: _Toc176148663][bookmark: _Toc233014578]APPENDIX G: WORKFLOW BETWEEN IMAC Team, NETWORKING,FACILITIES and Logistics 
[bookmark: _Toc255372757][
Equipment Install Request
Installation of new equipment- including servers, racks, and networking infrastructure.
Contact customer to discuss project overview.
Verification
1. Check equipment received location
2. Unpackaging
3. Record property tag and serial number 
Inspect proposed installation location
1. Building, Room, Rack
2. Power, environment, etc.
3. Network, switch, console management requirements
Start JHA
Task Facilities Operations
1. Provide equipment specifications
a. Power
b. Thermal Output
c. Rack space – 1U, 2U, etc.
2. Request Authorization
Task Networking
1. Network ports required
2. Console ports required
Complete JHA
Stage Equipment in Data Center
Install Hardware, Servers, etc.
1. Dress and connect network cables
2. Dress and connect power cables only to APC (do not power up)
3. Site cleanup
Request Facilities Operations to connect/apply main rack power
Contact Requestor to discuss power-up and burn-in requirements
Task Logistics/PREP 
1. Tag equipment with system tags
2. Enter equipment information into Equipdb
	
Equipment Move Request
Operating equipment is being moved from one location to another, presumably from one managed data center to another
 Contact customer to discuss project overview.
Verification
1. Inspect proposed deinstall location
2. Record (or verify if list provided by requestor) equipment asset tag and serial numbers
Start JHA
Task Facilities Operations
1. Provide list of equipment for move
2. Provide removal and installation locations
3. Request authorization
Task Networking
1. Provide removed equipment information
Complete JHA
Deinstall and move equipment
See Equipment Install Request (2.2.1.1.1)
Equipment Removal Request
Removal of equipment from service.
See Equipment Move Request (2.2.1.1.2)
Task Logistics/PREP
1. Excess or Scrap Equipment
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