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Description of Core IT Infrastructure Services

The CORE IT Infrastructure Services mission is to develop and support core Computing Divsion business and infrastructure applications.  These include:

· MISCOMP

· MISER

· ServiceNow

· NCIS (formerly the NIMI software stack)

· Fermi Blocking Interface

· Network Services application 

· Infoblox interface (fnetreg software suite and Guest Registration)
· Miscellaneous monitoring and analysis tools 

· Budget Input

· CD Effort Reporting

In addition, maintain and support the OPMO Project Management Systems.  This includes the legacy Deltek applications (Cobra, OpenPlan) and new applications being implemented as part of the Promise Portfolio Project.
Tactical Plan Goals
Operations
1. Support and maintain PROMISE infrastructure.

2. Maintain existing operations of the MISCOMP software stack in order to achieve a 99.9% availability during business hours (9-5x5)

3. Maintain existing operations of the MISER system in order to achieve a 99.9% availability during business hours (9-5x5).

4. Maintain existing operations of the NCIS software stack in order to achieve a 99.9% availability.  

5. Maintain existing operations of the fnetreg software stack including guest registration to achieve a 99.9% availability.

6. Continue to support Network Services network applications.
7. Maintain existing operations of the ServiceNOW SAAS.

Project

1. Replace antiquated and fragile network polling infrastructure.

2. Develop Node Registration V2 leveraging the features of ServiceNOW
3. Investigate and recommend Software Testing (SQA) testing suite for general use within the sector.
4. Investigate and recommend monitoring systems for general use within the sector.
5. Rewrite the nodelocator front end interface based on requirements from Network Services group.  Leverage new NCIS database design to provide a rich set of new features.
6. Migrate Autoblocker product to Fermi Blocking Interface.

7. Migrate appropriate TIssue dashboard data to FermiDash.

8. Develop network analysis tools as requested by Network Services Group.
9. Develop network diagnostic tools as requested by Network Services Group.

10. “Production-ize “the fnetreg software suite.  Develop release packaging, test suites, and documentation.
11. Support network research project to exploit multi-core processors to add efficiency gains.  

Operations

Objectives:
1. Maintain and support the Fermilabs Office of Project Management and Oversight’s project management software applications (Cobra, OpenPlan, Primavera, etc.).  
Assumptions and Risks  

1. There is no current expertise within the group for any backup, this will need to be developed.  

Activities

Application Services/Operations/Deltek/COBRA/PROJECT SERVICES / Operations / General

Application Services/Operations/Deltek/OpenPlan

Objectives:

1. Keep legacy MISCOMP software suite running smoothly.

 Assumptions and Risks  

1. The current servers used for production and development (appora.fnal.gov and appora-dev.fnal.gov) are at high risk for failure due to age.  Recent hardware failures have resulted in significant production downtime to repair. 

2. There is a concern for proper support from the DBA group due to lack of resources.  

3. The software for most of these packages is over 10 years old, and is very difficult to maintain.  Too much “care and feeding” is required to continue operations.  Replacement where the opportunities present themselves should be investigated.

4. We are still working through issues with the node registration process after the managed service contract went into effect.  Previously the node registration was done by a person with a better understanding of the networking infrastructure at Fermilab.  Since this contract went into effect it has required more involvement form our staff for day to day operations.   

Activities

Application Services/Operations/MISCOMP

Objectives:

1. Continue to support the MISER application.

Assumptions and Risks  

1. There has been confusion with support issues concerning Plone.  Several problems have slipped through the cracks – sometimes for month – to simply identify the proper group to do the work.  
2. The Plone system that the MISER workflow is based on is another fragile system that requires a great deal of care and feeding.  Opportunities to leverage other lab systems such as ServiceNow should be investigated to replace Plone.
Activities

Application Services/Operations/MISCOMP/MISER

Objectives:

1. Support and enhance the ServiceNOW product suite.
Assumptions and Risks  

1. The primary risk is that ServiceNOW becomes a victim of its own success.  The product is being leveraged in many ways, and there is a risk that the current development effort budgeted to this activity is insufficient.  

 Activities
Application Services/Operations/ServiceNow  

Project

Objective: 

· Replace the existing fragile and unmaintainable network device polling system .
Assumptions/Risks:

· The current system is based on a very old set of perl scripts (10+ years) written by a summer student, and understood only by one person at the lab. It is impossible to deal with new devices without hand coding some black magic into the code.  This is the base of all of the NodeLocator, Inventory, and NCIS (NIMI) information at the lab.  
· This is a very complex problem to solve. There is a working system, but making it efficient to scan the entire network in the requisite time is difficult.  The development staff is currently working with the Python Twisted library – an event-driven networking framework (http://twistedmatrix.com/trac/wiki/Documentation).  In addition, to communicate generally and efficiently with the wide variety of network devices on campus we are planning on using pysnmp (http://pysnmp.sourceforge.net/) .  Both of these packages require a learning curve, there is no current expertise at the lab.  

Activities:

CORE IT INFRASTRUCTURE SERVICES/Project/NCIS
Objective: 

· Leverage ServiceNOW to implement a new and more robust node registration system
Assumptions/Risks:

· There are complex non-technical issues that will require interaction between multiple groups to overcome. 

· Migration of current information will be difficult.  There are certain pieces of data that are just wrong (aliases/CNames the famous pair) in MISCOMP.  We will not want to propogate these errors, but converting the data will be problematic.  
Activities:

SERVICE MANAGEMENT / Project / ServiceNow Enhancements
Objective: 

· Investigate and recommend a general purpose black box testing suite to be used in the sector. 
Assumptions/Risks:

· Current staffing at Fermilab will not allow for resources necessary to successfully implement a comprehensive black box testing suite in CD.   While there is significant desire to move this forward, unless there is a change in staffing I do not believe there will be a sufficient commitment to make this project successful.   
Activities:

CORE IT INFRASTRUCTURE SERVICES/Project/Testing Tools 

Objective: 

· Investigate and recommend a monitoring tool and implement where applicable.

Assumptions/Risks:

· CST currently uses Splunk to monitor syslog information, we are investigating this as a general purpose monitoring system for NCIS.
· We will need to either be allowed to use unused licenses from CST or have money to buy new licenses.  We estimate that we would need approximately $20K for sufficient licenses for NCIS.  We would us NCIS as the proof of concept and recommend based on success/failure.  
Activities:

CORE IT INFRASTRUCTURE SERVICES/Project/Monitoring Tools 

Objective: 

· Rewrite node locator front end to accommodate new functionality being requested by Network Services and CST.  

Assumptions/Risks:

· Must have underlying node locator data (see above) complete.  
· We will leverage new design of NCIS.  Certain new and useful features will just “drip out” of this new design.  

Activities:

CORE IT INFRASTRUCTURE SERVICES / Project / General Networking Applications 
Objectives:

· Migrate the current Autoblocker product into the Fermi Blocking Interface where it belongs
Assumptions and Risks:

· Autoblocker is just another blocking mechanism, and currently lives outside of the Fermi Blocking Interface.  This system is antiquated (10+ years), and is not well written or documented.  There will be some refactoring, and digging in and learning details of the existing code is liable to be painful and time consuming.  The main risk is some undiscovered technical hurdle that we do not yet understand that would significantly impact current time estimates.
Activities
CORE IT INFRASTRUCTURE SERVICES / Project / General Networking Applications
Objectives:

· Migrate TIssue dashboard information to Fermi Dash where applicable.  
Assumptions and Risks:

· There is a disconnect between the data source (TIssue) and target.  We will need technical assistance on the target side to accomplish this.  

Activities

CORE IT INFRASTRUCTURE SERVICES / Project / NCIS
Objectives:

· Develop network analysis tools as requested by Network Services team.  
Assumptions and Risks:

· There is a current laundry list of items requested by the Network Services group and CST.  If this list were to grow further we would run into staffing issued accomplishing these tasks.  
Activities

CORE IT INFRASTRUCTURE SERVICES / Project / General Networking Applications
Objectives:

· Develop network diagnostic tools as requested.

Assumptions and Risks:

· There is a current laundry list of requested items that I estimate would take 5-10 FTE’s to complete.  We will need to revisit and work only on the low hanging fruit, or buy commercial systems where applicable.
Activities

CORE IT INFRASTRUCTURE SERVICES / Project / General Networking Applications
Objectives:

· Make the fnetreg software suite (Infoblox interface) into a production quality system.  
Assumptions and Risks:

· Current set of code is simply unmaintainable, especially in an ITIL environment that requires a release process and the ability to document.    Most of this work  will be tightening up code, developing monitoring agents, release management, and test tools.  
· There is a transfer of knowledge as the primary developer (K. Jacobs) has moved on to other responsibilities.  We will  need to have access to her (< .05 FTE) for consulting.
Activities

CORE IT INFRASTRUCTURE SERVICES / Project / General Networking Applications
Staffing:  
· Two open positions 

· 120087

· 120030
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