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About Me
I work here

10 year anniversary is in April

I’ve been stationed at CERN as CMS Computing 
Coordinator since January of 2010

As CMS Computing Coordinator I am responsible for

Data Loss, Data Access Problems, Failed Processing 
Requests, Late Samples, Documentation, Computing 
Security, Accidental Data Deletion, Missing functionality 
in Computing Services
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Final Steps
Software and Computing is the final in a long series to 
realize the physics potential of the experiment

As the environment has become more complex and 
demanding, computing and software have had to 
become faster and more capable

Storage and 
Serve the data

Reconstruct the 
physics objects

Analyze the 
events
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To get this

You need this
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Progress

• About 15 years ago the field switched to Linux
–Large number of clustered inexpensive commodity 

machines instead of expensive single systems
• About 10 years ago the MONARC distributed 

Computing model was developed
–Distributed computing around a common goal

• About 5 years ago the distributed Computing 
models were deployed
–Lots of testing and work

• Recent Progress?
–Computing Scale and Networking
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The Scale of the Problem

§ Looking at Tevatron a 
few years into Run2 
and LHC on year 3

Tevatron LHC

Trigger 50Hz

ATLAS	
  
500Hz
CMS	
  350Hz
LHCb	
  2kHz

RAW	
  Event	
  
Size

150k
ATLAS	
  
1.5MB
CMS	
  0.5MB

RECO	
  Event	
  
Size

150k ATLAS	
  2MB
CMS	
  1MB

Reco	
  Speed
1-­‐2	
  seconds	
  
on	
  CPU	
  of	
  
the	
  time

10s	
  on	
  CPU	
  
of	
  the	
  time

Roughly a factor of 10 
in the relevant 
quantities
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Enormous Data Volumes

• Higher trigger 
rates, larger 
events sizes 
and complicated 
events

7ATLAS Computing - Ueda I. - ICHEP 2012.07.07.

ATLAS Tier-0 System

8

ATLAS Tier-0 system has been 
running reliably, stably, 
successfully

• FIrst-pass data processing has 
kept up with LHC performance 
‣ Extension of dedicated resources 

each year 
‣ Flexible use of non-dedicated 

resources – up to 7.5k job slots

• High quality data reconstruction 
already from the first-pass 
processing
‣ Express stream processing and 

calibration loop before bulk-
processing 

‣ Most 2012 data are used in physics 
analysis for official physics results 
without reprocessing

• A comprehensive monitoring suite 
helping operations
‣ Fast and flexible reaction from 

development team to requests 0 PB

2 PB

4 PB

6 PB

8 PB

10 PB

12 PB

14 PB

16 PB

2010-Jan 2010-Apr 2010-Jul 2010-Oct 2011-Jan 2011-Apr 2011-Jul 2011-Oct 2012-Jan 2012-Apr

ATLAS Data Registered at Tier-0

RAW
ESD
AOD
DPD
NTUP

8k jobs

2012 Apr 2012 Jun

Tier-0 reconstruction jobs

ATLAS Computing - Ueda I. - ICHEP 2012.07.07.

ATLAS Tier-0 System

8

ATLAS Tier-0 system has been 
running reliably, stably, 
successfully

• FIrst-pass data processing has 
kept up with LHC performance 
‣ Extension of dedicated resources 

each year 
‣ Flexible use of non-dedicated 

resources – up to 7.5k job slots

• High quality data reconstruction 
already from the first-pass 
processing
‣ Express stream processing and 

calibration loop before bulk-
processing 

‣ Most 2012 data are used in physics 
analysis for official physics results 
without reprocessing

• A comprehensive monitoring suite 
helping operations
‣ Fast and flexible reaction from 

development team to requests 0 PB

2 PB

4 PB

6 PB

8 PB

10 PB

12 PB

14 PB

16 PB

2010-Jan 2010-Apr 2010-Jul 2010-Oct 2011-Jan 2011-Apr 2011-Jul 2011-Oct 2012-Jan 2012-Apr

ATLAS Data Registered at Tier-0

RAW
ESD
AOD
DPD
NTUP

8k jobs

2012 Apr 2012 Jun

Tier-0 reconstruction jobs

15PB

ATLAS
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Complicated Environments

• The LHC is running at a higher number of 
interactions per crossing than design
–Experiments have high trigger rates due to the 

interesting physics
–Has required capacity and efficiency

8

CMS Preparation for 8TeV, ICHEP 2012, J-R Vlimant, CERN
5

Software Development for 2012
● Trying to cope with ever-improving LHC operation, more luminosity, more added pile-up 

events, more complex events
● Improvement in computing performances of the CMS software
● Physics performance of event reconstruction unaffected under technical modifications; 

Improved under algorithm development.
✔ Phase 1 in 2011 to cope with increased luminosity
✔ Phase 2 early 2012 to prepare for increasing luminosity and favor increased trigger rate.

● Main gain was achieve in tracking algorithm optimization
● Algorithm optimization and redesign, compiler architecture, memory management 

improvements, root version all played a constructive interference role

Event processing time remained constant with increased pile-up (<30s/evt)

             x~9

÷~3

÷~3

CMS
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Distributed Computing
• Computing models are 

based roughly on the 
MONARC model 
–Developed more than a 

decade ago
–Foresaw Tiered 

Computing Facilities to 
meet the needs of the 
LHC Experiments

• Assumes poor 
networking 

• Hierarchy of functionality 
and capability

- 16 - 

acknowledgement of the objective situation of network bandwidths and costs.  Short distance networks 
will always be cheaper and higher bandwidth than long distance (especially intercontinental) networks.  A 

hierarchy of centres with associated data storage ensures that network realities will not interfere with 
physics analysis.  Finally, regional centres provide a way to utilise the expertise and resources residing in 

computing centres throughout the world.  For a variety of reasons it is difficult to concentrate resources 

(not only hardware but more importantly, personnel and support resources) in a single location.  A 
regional centre  architecture will provide greater total computing resources for the experiments by allowing 
flexibility in how these resources are configured and located. 

A corollary of these motivations is that the regional centre model allows to optimise the efficiency of 
data delivery/access by making appropriate decisions on processing the data (1) where it resides, (2) 

where the largest CPU resources are available, or (3) nearest to the user(s) doing the analysis.  

Under different conditions of network bandwidth, required turnaround time, and the future use of the 
data, different combinations of (1) - (3) may be optimal in terms of resource utilisation or responsiveness 
to the users.  

Figure 4-1 shows a schematic of the proposed hierarchy. 

4.3 Characteristics of Regional Centres 

The various levels of the hierarchy are characterised by services and capabilities provided, constituency 
served, data profile, and communications profile. 

The offline software of each experiment performs the following tasks: 

initial data reconstruction (which may include several steps such as preprocessing, reduction and 
streaming; some steps might be done online); Monte Carlo production (including event generation, 
detector simulation and reconstruction); offline (re)calibration ; successive data reconstruction; and 
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Distributing Computing at the Beginning
• Before LHC most of the Computing 

Capacity was located at the experiment at 
the beginning
–Most experiments evolved and added 

distributed computing later

10

LHC began with a global distributed computing system
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Evolution

• Over the development the evolution of the 
WLCG Production grid has oscillated between 
structure and flexibility
–Driven by capabilities of the infrastructure and the 

needs of the experiments

11
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Grid Services
During the evolution 
the low level 
services are largely 
the same

Most of the 
changes come from 
the actions and 
expectations of the 
experiments 

CE

SE

Information 
System

FTS

BDII

WMS

Lower Level Services
Providing Consistent 
Interfaces to Facilities

Higher Level 
Services

VOMSEx
pe

rim
en

t S
er

vic
es

Site

Connection to batch 
(Globus and CREAM 

based)

Connection to storage 
(SRM or xrootd)
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Successes

• When the WLCG started there was a lot of 
concern about the viability of the Tier-2 Program
–A university based grid of often small sites

13

44%

38%

18%

Tier-0 Tier-1 Tier-2

47%

33%

20%
2009 2013Capacity 

Grows by
factor 2.5

Sudhir'Malik' ICHEP'2012,'Melbourne,'Australia'–'4>11'July'2012' 4!

Success'of'current'model!
• Each year 2010-2012 has brought increasing challenges for computing 
• Increase in luminosity(6E33), pileup (16), event size (0.8 MB/event RECO format, 
0.2 MB/event AOD), event processing time (quadruple), high trigger rate(~400 Hz) 

• Computing successfully met all challenges successfully with the current available 
resources 

• Average of ~400 users/week using grid resources 

 
 
 
 

 
• Over 1M analysis jobs/week 
• 33K datasets in DBS 
• Resulting in over 120 physics publications 
   

ICHEP10 EPS11 

Holidays10 

ICHEP12 
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Progress: Scale of the Solution

• Progress in distributed computing and evolution 
of computing capacity
–WLCG processes 1.5M jobs on the grid per day
–More than 150PB of both disk and tape

14

0"

100000000"

200000000"

300000000"

400000000"

500000000"

600000000"

700000000"

800000000"

900000000"

1E+09"

Jan
110
"

Fe
b11
0"

Ma
r11
0"

Ap
r11
0"

Ma
y11
0"

Jun
110
"

Jul
110
"

Au
g11
0"

Se
p11
0"

Oc
t11
0"

No
v11
0"

De
c11
0"

Jan
111
"

Fe
b11
1"

Ma
r11
1"

Ap
r11
1"

Ma
y11
1"

Jun
111
"

Jul
111
"

Au
g11
1"

Se
p11
1"

Oc
t11
1"

No
v11
1"

De
c11
1"

LHCb%

CMS%

ATLAS%

ALICE%

109$HEPSPEC*hours/month$
(~150$k$CPU$con:nuous$use)$



Ian Fisk
FNAL/CD

Simulation

• Improved scale 
translates into 
–More simulation
–Faster reprocessing of 

data

15
CMS Preparation for 8TeV, ICHEP 2012, J-R Vlimant, CERN
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Monte-Carlo Production

Event Gen

Initial Batch

ICHEP

Month

Month

Month
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● Events Simulation Production is staggered
✔ Event generation @ 8 TeV : everything had to be redone (4Billion events)
✔ 2012 specific pile-up profile to maintain statistical power of simulation 
✔ Initial batch of samples for early data comparison
✔ Prioritized samples for ICHEP
✔ Pre-approval cross-checks samples in last weeks

● Improved coordination from analysis to production allowed for deliveries for all high 

priority analysis.

M
 /
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Moving Forward
–Strict hierarchy of 

connections becomes 
more of a mesh

–Divisions in 
functionality 
especially for chaotic 
activities like analysis 
become more blurry

–More access over the 
wide area 

Tier-0

Tier-1 Tier-1 Tier-1

Tier-2

Tier-2

Tier-2 Tier-2

Tier-2

CAF

Prompt Reconstruction
Storage
Commissioning

Re-Reconstruction/
Simulation 
Archiving
Data Serving

Simulation and 
User Analysis

‣ Model changes have been an evolution 

‣ Not all experiments have emphasized the same things

‣ Each pushing farther in particular directions
16

Tier-2
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Progress Networking
• One of the areas of progress has been better use 

of wide area networking to move data and to 
make efficient use of the distributed computing
–Limited dedicated network
–Much shared use R&E networking

17

LHCOPN
- Dedicated resource T0->T1 
and T1 to T1 
LHCOne to Tier-2s

LHCOne
- New initiative for Tier-2 network
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Mesh Transfers

–Change 
from

–To

18
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Completing the Mesh

• Tier-2 to Tier-2 transfers are now similar to 
Tier-1 to Tier-2 in CMS

19

Tier-2 Tier-2

Tier-2 Tier-2
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Analysis Disk Storage

• The ability to purchase and 
operate large storage 
resources has been critical to 
the success of HEP computing
– Tier-2s are very heavily 

utilized 
– Many of the challenging IO 

Applications are conducted 
at centers with exclusively 
disk

• Tier-2s vary from 10s of TB at 
the smallest site to 1PB of disk 
at the larger sites

• In 2012 there are  more than 
80PB of T2 Disk in LHC

Tier-2 Tier-2 Tier-2

GPFS
GFS

20
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Access

• Situation is 
improved
–less artificial 

separation in where 
data comes from

–But data is still 
placed at sites

21

GDB, October 2010

ATLAS Demonstrator:
PanDA Dynamic Data Placement

Kaushik De, Tadashi Maeno, Torre Wenaus, Alexei 
Klimentov, Rodney Walker, Graeme Stewart 
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Popularity

• Services like the Data Popularity Service track 
all the file accesses and can show what data is 
accessed and for how long
–Over a year, popular data stays that way for 

reasonable long periods of time

22

5/17/12 2:07 PMDataPopularity::POPULARITY

Page 1 of 1https://cms-popularity.cern.ch/popdb/popularity/dataSetPlot

DataSets Time Evolution
Select an area by dragging across the lower chart
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Dynamic Data Placement

• ATLAS uses the central queue and 
popularity to understand how heavily 
used a dataset is
–Additional copies of the data made
–Jobs re-brokered to use them

• Unused copies are cleaned

23

PANDA

Requests

Tier-1

Tier-2

ATLAS Computing - Ueda I. - ICHEP 2012.07.07.

Transferred files, weekly

Data processing on the Grid sites 
• More than 100k computing cores (doubled in the 

last 18 months)
• Data processing and analysis of about a million jobs 

daily
Data distribution to the Grid sites
• Transferring about a million files daily
• Input and output of production and analysis jobs

End-user analysis
• can be run with a simple command
• Output can be transferred to their “home” site on 

Grid (manually or automatically) as well as 
downloaded to off-Grid computers (not monitored)

140k

2011 Jan 2012 Jun

100k

Running jobs

1M jobs

Completed jobs, daily

ATLAS Distributed Computing

2012 Jan 2012 Jun

9
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Analysis Data

• We like to think of high energy data as series of 
embarrassing parallel events

• In reality it’s not how we either write or read the 
files
–More like

• Big gains in how storage is used by optimizing how 
events are read and streamed to an application
–Big improvements from the Root team and application 

teams in this area

24

1 2 3 4 5 6 7 8
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Storage Federation
The current system is based on the “Data Grid” concept

• Jobs go to data -- access via LAN
• Replicate data for higher accessibility

‣ transfer the whole dataset

• Jobs to be re-assigned when the data there is not available

“Storage Federation” provides new access modes & redundancy

• Jobs access data on shared storage resources via WAN
• Analysis jobs may not need all the information / all the files

‣ Transfer a part of the dataset
‣ File and Event Level Caching

• System of Xrootd ‘redirectors’ is the possible working solution today
‣

11

‣ Work in past year within 
US ATLAS Computing 
Facility to develop the 
concept and test 
performance

‣ Test being extended from 
regional to global

Ian Fisk
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Wide Area Access

• With optimized IO other methods of managing 
the data and the storage are available
–Sending data directly to applications over the WAN

• Not immediately obvious that this increases the 
wide area network transfers

25
Sudhir'Malik' ICHEP'2012,'Melbourne,'Australia'–'4>11'July'2012' 12!

FederaHon!

• Remote access gives us data for one site 
• We need a federation to access all sites across all CMS sites  
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Performance

• This Tier-3 has 
a 10Gb/s 
network

• CPU Efficiency  
competitive 

26

Data Served

Average 1.5TB/day, Max 8TB/day
Won’t win records, but shows it’s not a joke.

Omaha Analysis 

CPU efficiency about 60% in Omaha

Best USCMS T2 efficiency about 80%

Example: T3 at Omaha

• We don’t have the effort to efficiently 
maintain CMS PhEDEx at Omaha.

• This T3 only reads from the global xrootd 
system.  Good continuous test.

• 6,000 wall hours in the last day.

Xrootd 
traffic to 
Omaha

8TB/day peak about 1.5TB average
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Networking

• ALICE Distributes Data in this way
–Rate from the ALICE Xrootd servers is comparable in 

peaks to other LHC experiments
–Has the potential for providing access to “Any Data, 

Any Where, Any Time”

27

1GB/s

ALICE
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Content Delivery Networks
• Why is our problem harder than Netflix?

–Netflix delivers streaming video content to about 
20M subscribers

–Routinely quoted as the single largest user of 
bandwidth in the US
• More than 30% of the traffic

28

Content 
Servers

Contents 
Servers

Content 
Servers

Catalogs

3 Terabit 
service providers
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By the numbers
• We have a 

smaller number 
of clients, less 
distribution, 
and higher 
bandwidth per 
client

• They have 
much less data

29

HEP

Bandwidth per 
client 1.5Mbit 1MB

Clients 1M* 100k cores

Serving 1.5Tbits 0.8Tbits

Total Data 
Distributed 12TB 20PB

Forward 
Physics

Similar Problems
Not all files
are equally accessed
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Challenge of HEP

• High Energy Physics has a lot of data in a 
highly distributed environment
–Hard to make many multiple static copies
–Need to be able to make dynamic replicas and 

clean up
–Need to access data over long distances

30
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Looking Forward

• Computing is at something of a cross 
roads
–In one direction are clouds

• Generic computing services that are bought, 
shared, or contributed

• Computing as a service
–In the other direction are very 

specialized systems
• High performance, low power

– Massively multi-core
– GPUs

• Most likely we will use both 
depending on the needs

31
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Clouds vs Grids
• Grids offer primarily standard 

services with agreed protocols
–Designed to be as generic as 

possible, but execute a particular 
task

• Clouds offer the ability to build 
custom services and functions
–More flexible, but also more work

32
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Progress

• Large and small companies 
now offering Cloud services
–ATLAS and CMS have both 

demonstrated standard 
workflows

• MC Simulation and Analysis 
workflows have both be 
demonstrated
–Input data in over wide area 

transfer
–Output over SRM

33

VM

VM

VM

VM

VM

VM

VM

VM

WN

WN

WN

WN

WN

WN

WN

WN

VM SQUID

VMMASTER

Xrootd
Data Replication 

SRM



Ian Fisk
FNAL/CD

Next Steps

• Goal is to be able to expand into 
addition computing resources to 
increase capacity dynamically
–Possible to float into a cloud all the 

infrastructure associated with a 
site
• Somewhat impractical and the services 

were not designed for dynamic 
deployment 

–Better to start processing services 
that connect and register with the 
workflow systems.   Eliminating 
the need for the grid gateways

• Goal is to be able to double the 
processing capacity on demand

34
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Looking Forward

• Cloud provided computing tends to be factors 
more expensive than providing the resources in 
house for resources that are heavily used
–The company needs to make money and you have 

to assume they have a huge efficiency gain over 
you associated with scale to make the service 
competitive

–There are a variety of examples of non-commercial 
clouds which are interesting

–Costs for commercial facilities is coming down
• Interesting to cover peak periods

• Need to prepare for a time when this could be 
the norm
–Unclear if Clouds follows a utility model or a rental 

car model
35
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Dedicated Hardware

• In the opposite direction of clouds is 
specialized hardware optimized for 
specialized tasks
–Graphical processing units handle 

some kinds of floating point 
calculations extreme fast
• Interesting to consider for things like trigger

–Low power, high core count systems 
could be used for specialized 
massively parallel computing
• Interesting to consider for data scouting 

applications

• Lose flexibility to go to specialized 
hardware, so the gains need to be 
large

36
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Data Preservation and Access

• High Energy Physics has not always had a 
strong record in data preservation 
–Data is always archived
–1 of the 4 LEP experiments has actually 

demonstrated the ability to go back and reanalyze a 
long time after collection
• Interestingly the entire data for a LEP experiment fits happy 

on a desktop hard drive

• Tevatron is in the middle of this
• LHC has begun thinking of the preservation 

problem, but also releasing publicly a portion of 
the data
–Open Access release 

37
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Open Access

• CMS is planning to release a portion of the 
2010 dataset
–2010 was a total of 45pb-1.  We now take several 

times that per fill, but is an interesting sample with 
much simpler events

–Data is divided into RAW, RECO, AOD, and 4 
Vectors
• Proposal is to release a portion of the AOD at this time.    

RECO is technically more challenging as it’s larger.   
Proposal is not to release the RAW data, because it’s not 
used for analysis even by CMS members.

38
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Providing Access to Data
• Even in the first limited release CMS is looking 

at distributing a few hundred TB of data 
–We don’t really have a good indication of the 

expected level of interest
• Students, interested citizen scientists, theorists?

–Or the scale of the computing resources available 
to the interested parties

• Currently considering 
–xrootd through a data federation 

• Same technology we use distributed data in CMS, but with 
not authentication for these datasets

– Assumes open access doesn’t negatively impact other access
» Technology more common in HEP

–Something like Torrent for peered distribution 
• A parallel infrastructure would be needed.   Technology 

more common in a larger community 39
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Outlook

• Computing is the end of a long chain to 
realize the physics potential of the 
experiments

• The number of resources we have 
access to has grown along with the 
scale of the problem
– More flexible and dynamic use of the 

resources available will make more 
efficient use of the system

40


