Fermilab Site Report
Spring 2013 HEPIX

Keith Chadwick
Grid & Cloud Computing Department
Fermilab

Work supported by the U.S. Department of Energy under contract No. DE-AC02-07CH11359
3¢ Fermilab



Acknowledgements

I am reporting on the accomplishments of
the many individuals and organizations of
the Fermilab Computing Sector,

Please credit them with all the
accomplishments and assign to me any
misunderstandings.

1 Fermilab Site Report - Spring 2013 HEPiX 15-Apr-2013 # Fermilab



ITIL Service Management

Fermilab has commissioned all Fermilab IT Service Management Contact Areas
of the ITSM processes => T

Fermilab has a job opening

for a Service Level Manager, copacty NG Leve NG Finenc

« Jack Schmidt has moved o ANL ML"Z&“

New people have been

Semee
Avallahullty
* Capacity Manager is now

assigned fo ITIL roles:
Robert Harris,

* Service Continuity and
Availability Manager is now
Mike Diesburg.
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ISO 20000

On 13-Feb-2013, Fermilab became the UL DQS Inc. S
first DOE laboratory to earn 1SO
20000 certification for excellence in Fermi National AceeleratorLaboratory
information technology (IT) service , sl |
management processes. | s ot o v o et sris st cosomers
Byl i o e T
This certification was the culmination CJ ] e Caritiossion Date; Decanbour 13: 2012
of a ﬁve-year program led by CerﬁﬁcateaegistraﬁonNumber:jom 1856 SMS11

Ganesh Rao
President, UL DQS Inc.

Fermilabs Computing Sector. | f Lae

More information is available at:

archive_2013/today13-02-14.html

O http://cd-docdb.fnal.qov/cqgi-bin/ListBy?
topicid=190
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The ISO 20000 Certification
Award Ceremony

WA

Il

;

|
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ISO 20000 Team
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Distributed Network Core
Provides Redundant Connectivity

e\ Deployment completed in June 2012 [ "

Libraries Libraries

(3) (4)
FCC-2 GCC-A
20 Gigabit/s L3 Routed Network

| Disk Servers 80 Gigabit/s L2 Switched Network

E)isk Servers

7

FCC-3 GCC-B
Note — Intermediate level switches and top of rack switches are
not shown in the this diagram.

Private Networks over dedicated fiber
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Current Fermilab WAN Capabilities

Metropolitan Area Network ESnet 4
provides 10GE channels: o =2 —
StarLight g8 B8 Level3 PoP
° Curren’rly 8 deployed (Chicago) (Chicago)
Five channels used for ChiMAN
('n'x 10GE)

circuit traffic
* Supports CMS WAN fraffic

g 2x10GE 1x10GE
Two used for normal routed g
* Backup 10GE for redundancy
e Circuits fail over to routed
Ip PGH’IS Circuit Traffic — Normal Routed

IP Traffic

7 Fermilab Site Report - Spring 2013 HEPiX 15-Apr-2013 # Fermilab



Near-Future Fermilab WAN
Capabilities

ESnet ChiExpress MAN:
* One 100G channel

— Circuit-based high impact
science data traftfic

— Network R&D activities

e Three 10G channels
— For default routed IP traffic

* Full geographic diversity
within MAN

* Production deployment in
spring of 2013

ESnet 5

Level3 PoP

StarLight
{( hicago)

(Chicago)

OGE capable
ESnet
Ch/Express

1 10G
——  Circuit Traffic 2x1OG

——  Default path for IP Traffic 1006 > ES el
——  Backup path for IP Traffic _l

New E2E Router
(100GE) 4 ==
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Use of 100G Wave for FNAL R&D
Test Bed

100G wave will support R&D WAN Component
50G of CMS traffic,

StarLight - £Snet SDN Network
(Chicago)

@ Shared 100GE Of-
Leaving ~“50G for FNAL Ny Stte Bandwidth
R&D network (Potentially FNAL N\ "
higher when CMS traffic Chjggg,gss\i
levels are low), Wave

Planning WAN circuit into
ESnet 100G testbed:

e Potential for circuits to S . FNA,LV Zr;gs(&/on
other R&D collaborations e
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A dedicated R&D Network facility

anyv for tech eval

100 Gb/s capable switch:
* 2-port 100GE module

* 6-port 40GE module

* 10GE copper module

12 nodes w/ 10Gb Ethernet:

- Intel X540-AT2 (PCle) / 8 cores / | | Catalyst 6509E for 1GE
16 GB RAM

Catalst |
6509

systems:
2 nodes w/ 40Gb Ethernet: ] . y - ,
* Mellanox ConnectX®-2 (PCle-3) / IPv6 tests / F5 load balancer
8 cores w/ Nvidia M2070 GPU Infoblox DNS, Palo Alto firewall

Full implementation delayed until
end of year due to limitations of
current 40GE/100GE modules
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Computing Facilities

FCC: The GCC computer center received an

* The FCC3 computer rooms have been energy star certificate for 2013.
operating without any disruption since * This is the third year in a row that
commissioning in December 2010, this building has received the award.

« FCC2 computer room had 6 hours of
scheduled downtime, corresponding fo
>99.9% uptime.

GCC:
In recognition of superior energy perfarmance,
g GCC—A had 8 hours OF SCheduled : the U.S. Environmental Protection Agency awards
down’rlme, the ENERGY STAR® to
* GCC-B and GCC-C were impacted by
Load Shed” events the summer of Fermilab Grid Computing
eole, Center
* GCC-B and GCC-C are expected fo have
op o L\ ’
add|+lonal Load Shed evenfs For +he Buildings that earn EPA's ENERGY STAR use 35 percent
summer O‘F 201 3 . less energy and generate 35 percent fewer greenhouse
gas emissions than similar buildings across the nation.
LCC:

* LCC had 2.6 hours of downtime,
corresponding to >99.9% uptime.
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Dell Managed Services

Dell provides the S

following services: m

* Service desk operations | S——

» Desktop support
(windows+apple)

* Printer support A operations

* IMAC (Installs, Moves, I il B

Adds, Changes)
Network infrastructure
PREP+Logistics
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Data Movement and Storage

Closing in on 70 PB of data on tape in the Petabytes of Data on Tape
robots at Fermilab, '

* CMS accounts for “50% of total tape
consumption.

Other Experiments

We recently encountered excessive write = cws
errors on new fapes. The cause was : .
tracked down to a batch of tapes that .

were contaminated with debris in the , “”“””

manufacturing process.

We Worked W'fh fhe VendOI"S FOI" Several Petabytes Written to Tape per Month
months to resolve the issues.

The resolution consisted of tape drive
firmware improvements, tape
manufacturing changes, and replacement

- B Migration
H Other
Experiments
of affected unused tapes. mws
DO
We have now been running error free for | | | I‘ ||| |
a few weeks. | |

& &G \\\ '\\
~F "" & o & v° SR
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HPC and LQCD

Six HPC clusters in production,

Four large clusters dedicated to LQCD:

« Dsg (nvidia graphics)

e Ds
« Jpsi
* Kaon

Two smaller clusters for other HPC
clients:

* Computational Cosmology

*  Wilson

New HPC cluster based on Intel phi is
in the process of acquisition -
contract signed with vendor, waiting
for delivery.

* More on this at the Fall 2013 HEPiX.
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Weekly Usage Power Consumption

Dsg cluster (GCC CRC, 76 8-core NVidia Tesla M2050 GPU nodes)

Tue Ued Thu Fri Sat an

Kaon cluster (LCC 107, 183 4-core nodes)
Yearly Usage

i Mt 7 May Jun Jul Aug Sep Dct Nov Dec Jan Feb Mar
Lustre File-system

Disk Space inodes (Meta Data)

Mar Aor May Jun Jul Aug Sep Oct MNov Dec Jan Feb Mar
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Current Fermilab Campus Grid
Statistics (as of April 2013)

Cluster(s) Batch Effective
System Occupancy Utilization

CDF
(Merged)

CMST1 Condor 6,272

Condor 5268

DO (Merged) PBS 5,920

GP Grid Condor 5,474

Overall-
Today

Last Year
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Fermilab Campus Grid

FermGrid - Overall Total/Busy/Free Slots - Last Year

hpr Hay Jun Jul Aug Sep Feb
Dbusy Bidle [unavailable Mvaiting Mheld Wrunning W effective
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FermiGrid Service Availability
(measured over the past year)

VOMS - VO Management

Active-Active 99.988%
Service

GUMS — Grid User Mapping

: Active-Active 100.000%
Service

SAZ — Site AuthoriZation

: Active-Active 100.000%
Service

Squid — Web Cache : Active-Active 99.988%

MyProxy — Grid Proxy Service : Active-Standby 99.874%

ReSS — Resource Selection

; Active-Active 99.988%
Service

Gratia — Fermilab and OSG

ive- 0
Accounting Active-Standby 99.945%

MySQL Database . Active-Active 100.000%
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FermiCloud
Usage Continues to Grow

Ferm.Cloud Usage - Last Year
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Apr ay Jun Jul Aug Sep Oct Nov Dec Jan Feb Mar

Bvn running Owm idle 0Ovn paused Wn shutdown Dvn shut off 0w crashed  Bn dying Ovn no state Mvn total Melapsed [ records
Bsystens B users

See my talk later in the week...
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General Physics Compute Facility
(GPCF)

GPCF provides statically
deployed virtual

machines:

* GPCF is a critical
component of the
Intensity and Cosmic
Frontier experiments,

* As well as others who
need similar services,

* It continues to operate
well.
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VMware Virtual Services

Primary focus is the support of Fermilab
core computing division services,
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Authentication

Fermilab has commissioned an internal task force to
recommend changes to the currently deployed Fermilab
authentication infrastructure:

* MIT Kerberos + Kerberos Certificate Authority

* Windows "Fermi” Active Directory Domain

« Windows “Services” Active Directory Domain (used for email,
service-now, etc.).

Thank you fo those individuals that responded to my request
for information about authentication infrastructures that are
deployed at the various HEPiX institutions!

I expect to be able to give a formal presentation on
Fermilabs plan for the future at the Fall 2013 HEPiX in Ann
Arbor.
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Energy Frontier - CDF & DO

(DF - Merged Total/Busy/Free Slots - Last Year

CDF and DO continue to
perform analysis of their

datasets,

* CDF results on Exotic, Top,
Higgs, Bottom, and QCD physics,

e DO results on Bottom,

Electroweak, New Phenomena,
Higgs, QCD, and Top physics

The Run II Data Preservation
efforts are gathering steam,
* An implementation using a

combination of virtualization
and cloud computing looks

likely...

00 [EEEE L A lllnlh A“ .“ﬂ 1] i Lh“ R ILUI[ sadbatd Lai .. Lidase

Apr May Jun Jut Aug Sep (ct Nov Dec
B total [ clained Wunclained M idle Wheld
Downer @ natched [ preempting [ backfill [ retiring
H running [ effective

00 - Merged Total/Busy/Free Slots - Last Year

0

‘ Apr May Jun Jul hug Sep Oct Nov Dec
Btotal @busy Widle Odown [Ooffline Mjob exclusive [ free

Otransit Maqueved Mheld Mwaiting M exiting [ queved (dzeropro) [ running (dzeropro)

[ effective W running
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Energy Frontier - CMS

Availability Ranks for the last 92 days [2013-01-05 -> 2013-04-08]

The CMS T1 at Fermilab continues to
deliver computing fo the global CMS
analysis effort:

+ Availability is well above the pledge
requirements,
* Fermilab is regularly at or near the tfop
of the availability rank plot,

* Confributed fo the Higgs discovery.

emsosqee3 - condor Infrastructure Honitor - Last Vear Fill luminosity = ATLAS — CMS — LHCb 1) — ALICE -]

rated

inte

Test Jobs

Int'l CMS QA Test Nagios
CERN-->FNAL Transfers
T1<-->FNAL Transfers
T2<-->FNAL Transfers

Apr May Jun Jul Aug
Btotal [ clained Bunclained M idle W held
Downer [ natched [ preenpting [ backfill [ retiring
H running [ effective
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Energy Frontier - CMS

U.S. CMS Bytes on Disk at T1 FNAL

II T

Petabytes

1
I
l I II“III“"I' satasisitensnsdsRREISIERIERRRERRRNIN
» i IO
i
2013-01-26 2013-02-13 2013-03-03 2013-03-20 2013-04-07
stage area nc ial- E= unmerged-available
custodial-mc ial-d = noncustodial-other ——
custodi ial-hi total available
c -hi n er
cus! r s

e LT T T UL

Petabytes

Petabytes

Jan-14 Jan-28 Feb-11 Feb-25 Mar-11 Mar-25
Date

legacy-custodial cmsusers MW deleted+unknown EEEm (A AEAtAER LA L L il |
2013-03-20 2013-04-07

custodial m— noncustodial E 2013-01-08 2013-01-26 2013-02-13 2013-03-03
Date

montecarlo M—- test
Total Available resilient m—— Total Available
resilient-available =)

user T3 u——
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Intensity Frontier
NOVA Block Pivoter and First Block

First block of the NOVA
detector on the block pivoter
painted black (to prevent light
from entering the detector):

* http://www.youtube.com/
watch?v=YtuMqjCiymQ
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Intensity Frontier

The NOVA neutrino defector under
construction in Ash River, Minnesota
has recorded the first 3-D particle
tracks from cosmic rays - particles
that are produced by a constant rain
of atomic nuclei falling on the Earth's
atmosphere from space

(see image =>)

The currently active section of the
detector is about 12 feet long, 15 feet
wide and 20 feet ftall,

The full detector will measure more
than 200 feet long, 50 feet wide and
50 feet tall.
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Cosmic Frontier - DES

Dark Energy Survey:

*  The 570-megapixel Dark Energy Camera (DECam) is
the worlds most powerful digital imaging device,
built at Fermilab and installed on the Blanco 4-

meter telescope at the Cerro Tololo Inter-American
Observatory in Chile.

* DECam was constructed for the Dark Energy
Survey, a five-year effort to map a portion of the
southern sky in unprecedented detail.

*  First light of DECam was November 2012, and since
that time, the DES collaboration has spent 50

nights completing the science verification phase of
the experiment.

*  Analysis pipelines are being “shaken down” using
FermiGrid, OSG and XCEDE resources,

* The DES camera is getting ready for science,

More information:
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Blanco Telescope

mmvuuupm;l '
altid

ol |
——
\ .

£

/”_: ﬁ\ l}’  ‘, |

a4

) ~ 2R
A Y o
S o
)

—l

m T— |

=

28 Fermilab Site Report - Spring 2013 HEPiX 15-Apr-2013 # Fermilab



DECam Images

Coadd Images for tile DES0102-4914

Run: 20130227000003 DES0102-4914

Source nites: 20121124, 20121207

Source runs: 20130225200732 20121124, 20130225212202 20121207
Bands: Y, g, i, r, z
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Illinois Accelerator Research Center

'
—
=3

—
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Summary

It is an exciting time to be supporting science
at Fermilab in all of the three frontiers of

scClence:

* Energy Frontier

* Intensity Frontier
* Cosmic Frontier

And there is no danger of running out of
work supporting and extending the computer
systems and services that provide the
foundations of supporting science.
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Thank You!

Any Questions?
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