IT Service Continuity Plan –Engineering Applications Support Teamcenter Service

Computing Sector has created an overall IT Service Continuity Management Plan that covers the key areas that each individual plan would rely upon in a continuity situation such as command center information, vital records, personnel information.  The purpose of this document is to describe the key information needed to recover this service in a business continuity situation once a decision to invoke has been made, and then to manage the business return to normal operation once the service disruption has been resolved.
Scope
Service Area:    Engineering Applications Support – Teamcenter Service
Service Offerings:  Teamcenter (TC) 

Service Areas that depend on this service:  
[bookmark: _GoBack]Engineering Application Support
Experiments
Recovery Objectives
Recovery Time Objective (RTO)
(RTO is defined as the length of time processes could be unavailable before the downtime adversely impacts business operations)
· RTO objectives are currently not formally defined. 
· Need to work with Service Owners / Customers to determine objectives.  

· Estimates based on existing SLAs/OLAs and our experience:
· License Server Loss:  4-24 hours per license file depending availability of backups, type of backup/restoration (tape or disk), staffing levels. 
· Teamcenter Server Connection: 2-24 hours depending on TC Server loss
· Loss of all license servers and TC servers(data center lost):  Currently there is no CAD/CAM/CAE volumes or Oracel databases being sent off-site (there are no offsite backups).




· Recovery Point Objective (RPO)
(RPO is defined as the maximum interval of data loss since the last backup that can be tolerated and   still resume the business process)           
· RPO objectives are currently not formally defined.  
·  Need to work with Service Owners / Customers to determine objectives.   
· Estimates based on current backup/restore parameters :
· ½ to 2 business days – depending on availability of restore services, database and TC volume size that need recovery.  
Recovery Team
In this section describe the other services, roles, and responsibly required for recovering this service.  
	Service/Role/Function
	Responsibility
	Dependencies
	Expected Response Time

	Network Services
	Service Owner
	Network connectivity / DNS service
	Reference  SLA/OLA DocDB 4312 

	Network Attached Storage
	Service Owner
	Must be able to connect to and access SAN and NAS 
	Reference SLA/OLA  DocDB 4311  

	Virtual Server Hosting
	Service Owner
	TEST and DEV systems are virtual
	Reference OLA  DocDB 4612

	Facilities
	Service Owner
	Data center, power, environment
	Reference OLA DocDB  4594

	Backup and Restore
	Service Owner
	We must be able to get our databases and volumes restored from backups
	Reference OLA DocDB 4315

	IT Server Hosting
	Service Owner
	We must be able to access working Teamcenter servers and application (web) servers
	4-8 business hours

	Authentication Service
	Service Owner
	Preferred availability to allow multiple system admins to login to servers.
	Reference SLA DocDB 4314

	Database Hosting
	Service Owner
	Need to have our database servers operational
	4-48 business hours


Recovery Strategy
Provide high-level recovery strategy for this service.  If there are specifics you can outline them.
· No formal plan at this time for CAD/CAM/CAE databases or License files.
· Current strategy is to handle on a case by case basis:
· Communicate and cooperate with Service Desk, Service Manager,  higher level management
· Communicate and cooperate with OLA partners to get infrastructure ready for database and volume data recovery.
· Recover / restore database and volume data from backups.
· Verify database and volume data recovery.
· Release database and TC volumes to application service owners.

Strategy for initial recovery
What will you do until essential services and functions are available.
· Current strategy typically involves:
· Assessing the situation and stabilizing databases and volume data to extent possible.
· Informing the Service Desk and Service Owners and users.
· Informing upper management of the situation and status.
· Contacting and marshaling additional team resources as required.
· Contacting dependent OLA partners to ascertain recovery status of their services, as needed.
· Communicate and cooperate with all interested parties to develop and execute a plan of action to restore services as soon as possible.

Overall recovery strategy
High availability fail-over
· Triage lost databases and TC volumes and then work to restore databases and TC volumes based on triage order.
Recover at another site or multiple sites
· Currently there are no multi site TC volumes.
Build from scratch
· Depending on databases impacted, there are a couple of options that will be determined based on the scenario.
· Possible option is to convert existing QA(TEST) or Integration(DEV) TC servers to the production database server.
· Some possible options are new VMs (if VM service is available.

Recovery Scenarios
· No formal checklists for TC database recovery at this time.  Would make use of information listed above in Initial Recovery and Overall Recovery strategies  
Building not accessible (Data Center Available)
· No formal plan at this time.
· Some remote-fix capability possible depending on circumstances.
Data Center Failure (Building Accessible)
· No formal plan at this time.
· Data center floor separation allows for some recovery possibilities.
· Some remote-fix capability is possible.
Building not accessible and Data Center Failure
· No formal plan at this time (see 2 preceding items)
· Some remote-fix capability possible depending on circumstances.
Critical recovery team not available
· No formal plan at this time.
Return to Operations
Document any requirements and tasks that would need to be completed in order to return to operations.  If you have procedures for returning to operations after a continuity situation occurs, then you can reference them here.
· No formal plan at this time.
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