Disaster Recovery Plan - Engineering Applications Support Teamcenter Service

In lieu of a formal Data Center Disaster Recovery Plan, the Teamcenter Service (TC) has implemented an interim plan. We, the Engineering Applications Support (EAS) group, would take home monthly TC data and database backups on a rotating basis. Currently there are three groups' members, from different offsite locations that would take the TC backups home for a month.  These backups would be synchronized, the Oracle database and Teamcenter volumes to allow for a reliable restore in case of a disaster. 
Data to be written on tape includes:
· Export of TC Database  instance “tcprd” from tcora01p using; 
$ORACLE_HOME\bin\exp db-user/password full=y file=file-name.dmp log=export.log and the export should be put in \\blue1\cadenv\tcdbexports
· TC volumes from \\blue1\cadenv\tcvols
· TC data from \\blue1\cadenv\tcdata83
· TC install scripts \\blue1\cadenv\soft_dist\TcU\scripts
Our high level plan is;
1. create a syncronized backup of both the TC data, TC database export, , TC vols and the TC install scripts on one tape that will be physically taken home and rotated every three months by one member of the EAS group.
1. each month another backup will occur and another EAS group member will take home the tape backup.
1. once the three month interval has been met the EAS group member will bring the tape back in and have a new backup run and take the tape backup home.

Risks to be addressed include;
· fire proof container for at home tape storage
· tempature and humidity ranges
· test reading of tapes for validity
· contact list of disaster revovery team for at home storage
[bookmark: _GoBack]This will allow us to lose at the most 1 month of Teamcenter Service engineering data.



	Page 1

