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o CDF

e DO

o Lattice QCD
e CMS Tier 1 center
e Experimental Astrophysics

e Theoretical Astrophysics
— partner w/Kavli Inst. U Chicago

e Accelerator Simulations
e Neutrino Program
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e Thinking continues to evolve, notion is

that there is:

— Space for new computing systems.

— Space for long-lived, “tape” storage.

— Space for generator backed disk.
— Space for other disk.

Type of Space
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e Fermilab has a diverse scientific

computing program.

e Forecasting has shown a need to
continually expand computing facilities.

e Fermilab has expanded its capacity
incrementally.

e Notwithstanding that, the lab’s program
includes substantial future growth.

Summary



