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Relevant Strategic Plans  - LHC CMS Strategic Plan (LHCCMS)

USCMS Application Services Goal -  

· Meet the U.S. obligations to International and U.S. CMS in the areas of data management, data bookkeeping, database support, meta data tracking, and distribution of non-event data.

USCMS Application Services Strategy – 

· Perform technical evaluations of potential technologies for service components.  Participate in CMS integration and commissioning activities and service challenges as opportunities for functionality and scale testing.    Support users, reconstruction and calibration groups, and detector groups to define, distribute, and access both event and non-event data.
LHC/USCMS Application Services
Objectives for FY08

1. Participate in CSA07 (September and October 2007)

a. Provide shift support for the Dataset Bookkeeping Service (DBS) during the Computing Software and Analysis Challenge (CSA07).

2. Participate in maintenance and operations of a CMS test bed for data management and workflow management services (Expected to begin in early FY08 and operate during the year)
3. Provide support for the Cosmic data taking runs
a. The first cosmic running will occur in November for three weeks
b. The second run is proposed for March 
4. Support the HCAL and PIXEL communities for database related applications and support.
5. Complete the deployment and testing of the CMS calibration and alignment database distribution system (on-going Summer 2007 to start of the run)
a. Participate in the deployment, testing, and upgrades of Frontier to new sites
b. Participate in the deployment of Frontier to the HLT
c. Participate in verification testing of the Frontier service with full calibration objects
d. Scale installations as needed to meet the needs of Tier0 and higher Tier centers.
6. Participate in automating the information synchronization within the larger scope of CMS data management and data transfer.   
7. Participate in the inclusion of CMS luminosity and Data Quality information into the data discovery and bookkeeping systems to facilitate data analysis.
Priorities: The most important objectives are to provide a service to satisfy the needs of the commissioning and analysis preparation activities.   This includes preparation of the online database distribution for the HLT farm and participation in the cosmic global runs and CSA07, especially in the area of event data bookkeeping and non-event data luminosity, calibration and alignment work.

Staffing: The application services project has reached the level of effort foreseen in the US-CMS Software and Computing project plan.   Currently Application Services relies on effort from the following individuals from the computing division.   In addition there is 2FTE of effort at U.S. universities supported by the U.S. CMS Project.

· Anzar Afaq (1.0FTE)

· Barry Blumenfeld (0.50 FTE) Guest Scientist 

· David Dykstra (0.85FTE) (Assuming we loose 1/3 of Dave for 6 months)

· Yuyi Guo (1.0FTE)

· Sergey Kosyakov (0.1FTE)
· Vijay Sekhri (1.0FTE)

· Eric Wicklund (0.75FTE) 

Change control: 

Scope and schedule changes in the software area are dedicated by the international CMS offline project coordinator in consultation with the level 2 managers for offline.   The offline manager for data and workflow management is Peter Elmer.   
Risk Assessment:
1. Failure to support functional prototypes before the start of the run will have a major impact on CMS preparation.   There are a finite number of opportunities to commission the detector and verify the concepts in the CMS computing and analysis models.

2. Failure to production quality releases during data taking will have a major impact on the physics potential of CMS.


































