FY08 Strategic Plan for Networking
(Covers FY’08-FY’11)
Mission 
Provide all aspects of general networking support - design, acquisition, installation, operation, monitoring, maintenance, and documentation of cabling plant, device infrastructure, and network services necessary to support the Laboratory's onsite and wide-area network needs.

Components of Networking Strategic Plan
The scope of network support at the Laboratory is sufficiently broad that this strategic plan is broken out into three distinct components:

· Core network infrastructure and operations – {self explanatory}
· Wide-area network infrastructure, operations, and collaboration – {self explanatory}
· Network support for distributed, high-impact scientific computing - areas of network support with requirements that extend beyond generally deployed network infrastructure.   The CMS Tier-1 facility would be one such instance.  
· Context and Assessment of Current State 
Responsibility for network infrastructure and services at the Laboratory, except for the Accelerator Division’s local-area networks and firewall and the Business Services financial systems network, resides with the Computing Division (CD).  General local-area network infrastructure, as well as essential network services (DNS, DHCP, NTP) is supported by the CD/LSCS/LNCS/SN Group.  The CD/SCF/DSM/WAN Group is responsible for off-site network services and infrastructure. The latter includes joint management of the ESnet Chicago area Metropolitan Area Network (MAN), with Argonne National Laboratory.  Wide area network provider services are maintained and supported for the Laboratory by ESnet.  The current state of the network system at the Laboratory is a highly reliable, high performance, capacious network facility operated at the forward edge of local and wide area network technology.
Vision 
In 2011, the Laboratory will require a general facility network whose performance characteristics, relative to the state of the technology at that time, is as advanced as the current facility network is by today’s standards.  The reliability and availability of the Laboratory network services will need to be at a significantly higher level than today.  We anticipate that by 2011, core network downtime must be a very rare and anomalous event.  In addition, the requirement for truly distributed, high impact scientific computing will require wide area network capabilities that support virtual end-to-end network connections for data movement.  The Laboratory’s network support personnel will facilitate deployment, and assist in optimal use of these connections.  Finally, the next generation of the IP protocol, IPv6, will be supported on local and wide area network infrastructure to meet mission needs and DOE policy requirements.
Stakeholders 
The list of stakeholders in the facility network planning and support includes everyone that works on or collaborates with Laboratory activities.  Stakeholders will strong interests in network support beyond highly reliable general network services would include providers of computing services for the Laboratory, and experiment collaborators, some of whom may never even physically attach a system to the Laboratory network.
Strategies 
The strategies for networking are based on a set of high level, architectural principles.  These principles define a core philosophy that helps ensure decisions on the design, implementation, and upgrade of the Laboratory network are made consistent with a common, long term strategic direction.  They provide the basis for all levels of networking decisions within the organization, from the design of major projects to the implementation of small project tasks.  The strategies are applicable to all three network components in this plan, as appropriate.
The strategic goals for networking are:

· Network designs or configurations will be kept as simple as requirements allow.   If feasible, complexity will be avoided; simpler is better in terms of support effort, reliability, and troubleshooting
· Network infrastructure capacity will be kept well ahead of current use and projected near term requirements.  Capacious network infrastructure helps avoid application-level performance problems, and provides the necessary agility to accommodate changing needs  
· High capacity, high density switch fabric will be used to the extent practicable, in order to minimize management and maximize performance
· Network infrastructure will be maintained at the forward edge of established network technology, neither attempting to anticipate the direction technology will follow, nor allowing the network infrastructure to become so obsolete that new capabilities can’t be supported

· Reliability of network infrastructure and services needs to be maximized.  Redundancy will be the cornerstone for maximizing reliability.

· Users and associated computing resources affiliated with a specific organization or service should be aggregated into work group LANs, in order to provide logical and more manageable structure to the facility network.  
· The Laboratory’s physical network infrastructure will be based on dedicated, not shared media, for reasons of computer security and compartmentalization of network problems
· Wireless network media will be deployed as an integral component of general network access.  It must be ubiquitous, and to the extent practicable, authenticated and encrypted

· The architecture of the network should provide for varying levels of access control needs for attached systems.  Selection of access protections deployed should be based on overall impact on the operation and management of the network versus benefit derived for the end systems.
Strategic Goals and Objectives 
Strategic goals are practical manifestations of our general network strategies.  They usually encompass a multi-year scope.  Strategic objectives are tangible targets for efforts or activity areas that are intended to be the means of achieving strategic goals.  They may be specific enough to be applicable to only one network area of activity, or may be applicable across multiple areas.  There are normally timeframes associated with strategic objectives.

· Wide-area network services:

· Facilitate, support, and upgrade as necessary, a fully redundant wide-area network infrastructure that provides the Laboratory with the high bandwidth data channels necessary for its offsite data movement requirements.  In addition, provide high bandwidth channels for network R&D activities, including wide area systems development.   Timelines:  

· 2008              Support 6 x 10GE production MAN channels and 2 x 10GE R&D channels

· 2008              Implement 10GE failover path through backup border router for circuit-based and production routed IP network paths

· 2009-2010     Implement redundant ESnet MAN node in WH to establish true MAN redundancy for the Laboratory
· 2009-2011    ‘n’ x 10GE production MAN channels; one or more 40GE R&D channels;  production IP channels upgraded to 20Gb/s
· Deploy capacious end-to-end data paths to remote sites involved in high impact data movement with the Laboratory.   Develop support infrastructure to facilitate use, monitoring, and troubleshooting of those paths.   Timelines:  

· 2008            Facilitate optimal use of network paths to CERN (T0), CMS Tier-2 sites

· 2009-2011   Develop and facilitate more optimal paths to CMS sites, as feasible, and  enhance use of those paths
· Develop an R&D support infrastructure to participate in advanced, optical technology-based wide area network research initiatives.   Timelines:  

· 2008            Implement 10GE-based R&D local computing facility, connected to Global Lambda Integrated Facility (GLIF) and other advanced R&D WAN facilities
· 2009-2011   Support Laboratory participation in advanced network and distributed systems R&D projects and collaborations
· Position the Laboratory to take a leadership role in any developments or organization of a regional R&E network collaborations and activities.   Timelines:  
· 2008-2011  Participate in DNTP R&D developments and other regional network initiatives, as opportunities to do so emerge
· Core Networking:

· Upgrade core network facilities capacity to remain at least an order of magnitude ahead of current demand.   This should include link capacity and switch fabric capacity  Timelines:  

· 2008 – Complete remaining 10GE backbone links interconnecting core network aggregation points

· 2009 – Core switch fabric to terabit capacity; deploy n x 10GE backbone links as needed

· 2010/2011 – Deploy next generation (100GE?) backbone links, as needed; deployment of next generation of switch fabric, as it emerges

· Implement redundancy on the core network facilities, at both the device and cable path levels.   Device-level redundancy to be supported by both redundant supervisor modules with core devices, and Hot-Standby Router Protocol (HSRP) connectivity to different devices.  Timelines:  

· 2008 – Implement redundant supervisors for FCC, WH, and border router core devices; redundant fiber path between FCC and WH

· 2009 – Redundant HSRP connections for major FCC/GCC computer room floor aggregation switches

· 2010/2011 – Supervisor redundancy for major FCC/GCC computer room floor aggregation switches

· Upgrade obsolete network devices as necessary to maintain the facility network on the forward edge of LAN technology.   This includes replacement of devices for which firmware upgrades have been discontinued, as well as devices supporting obsolete data link technologies (10/100B-TX; 10B-FL).  Upgrade devices will be consistent with existing hardware base and management tools, as practicable.  Timelines:  

· 2008 – Finish replacing network devices that don’t support SSH (Catalyst 2924s and 5000s); continue pilot deployment of 1000B-T/1000B-SX desktop support

· 2009 – Initiate plan to replace remaining intelligent 10/100-only devices and modules; begin to provide 1000B-T/1000B-SX desktop support 

· 2010 – Complete replacement of intelligent 10/100-only devices and modules; 1000B-T/1000B-SX desktop deployment becomes the default

· 2011 - 1000B-T/1000B-SX desktop support becomes ubiquitous

· Migrate facility wireless support to more manageable and more secure infrastructure.  Upgrade bandwidth for wireless as the technology evolves. Timelines:  

· 2008 – Migrate to authenticated, thin-client wireless AP model, with multi-tiered WLAN support;  continue implementing adaptive AP transmit power tuning capabilities of Cisco WISM

· 2009 – Limit unauthenticated/unencrypted wireless support to visitors network; evaluation deployment of next generation wireless technology (802.11n?); higher density deployment of APs in high office density areas to support more desktops

· 2010 – Full-scale deployment of next generation wireless technology; higher density deployment of APs in high office density areas to support more desktops continued

· 2011 – Wireless coverage deployment sufficiently extensive to support all desktops as wireless-connected

· Enhance network-level security protections for general facility network infrastructure.  This includes both static and dynamic protections.  Timelines:  

· 2008 – Multi-tiered network security zone architecture deployed; redundancy for protected network zone implemented; initial migration of work group LANs completed. Migrate the Village resident networks to a separate address space off of the regular lab network; Evaluate and pilot commercial products to replaced auto-blocker

· 2009/beyond – Enhancements made to granularity of protected versus unprotected systems within open network zone.  Next generation of dynamic protection tools (auto-blocker replacement) fully developed and deployed

· Authentication for access to the general facility network will be implemented.  Timelines:  

· 2008 – Node verification tool (correlates systems on network to node registration information)  deployed, with automated blocking enforced

· 2009 – Node verification utility enhanced to include valid system risk assessment and current registration.  Pilot evaluation of 802.1x as network authentication mechanism 

· 2010/2011 – Deployment of 802.1x network authentication, as prudent and appropriate

· Computer Security Program Plan (CSPP) requirements will be supported, including development of tools and utilities for node blocking, and enhanced protection of the network infrastructure itself. Timelines:  

· 2008 – Automated close (MAC-level) blocking implemented;  network management LAN extended to incorporate all general network infrastructure devices; complete the implementation of Authentication Authorization and Accounting for all network devices including switches, routers and firewalls

· 2009/beyond – Additional blocking capabilities developed, including different types of blocks (such as off-site access block), and different inputs to blocking than NIMI/Tissue

· Upgrade of physical infrastructure as necessary to maintain the facility cabling plant at a level to support the forward edge of LAN technology.  Physical infrastructure between major computer room floors (FCC1and2/GCC/LCC/<off-site?>) will be sufficiently abundant to facilitate transparency of location.  Timelines:  

· 2008 –Abundant fiber between GCC and LCC will be installed.  Upgrade of FCC1and2 zone cabling infrastructure to Cat 6 UTP and s/m fiber will continue.

· 2009 – GCC CR-C cabling infrastructure planning and installation completed (depending on building schedule of that facility…); upgrade of FCC1and2 zone cabling infrastructure to Cat 6 UTP and single mode fiber will be completed; multimode-only fiber infrastructure around the site will be augmented with single mode, where feasible and justifiable

· 2010/2011 - Augmentation of multimode-only fiber infrastructure around the site with single mode will continue

· Remaining shared media connections will be upgraded to dedicated media.  Timelines:  

· 2008 – WH Fiber-to-the-desktop project will be completed; remaining unintelligent hubs will be replaced with intelligent (managed) switches, or unintelligent switches where appropriate (desktops, etc.)

· 2009 – Last vestiges of intra-building coaxial cable will be replaced; replacement of legacy Cat3 cabling infrastructure initiated

· 2010/2011 – Last vestiges of Cat3 cabling will be replaced

· Network in support of high impact scientific computing:
· Deploy higher density, higher capacity network infrastructure in support of high impact scientific computing facilities.  At the current time, this is limited to the CMS Tier-1 facility.  As OpenScience Grid computing evolves, this infrastructure requirement will likely be extended to cover those facilities as well.   Timelines:  

· 2008            Upgrade CMS Tier-1 facility LAN to be based on a core 10GE aggregation switch;  upgrade to higher density core switch fabric, increase off-site access bandwidth to ~30Gb/s capacity
· 2009            Implement core redundancy in Tier-1 facility network infrastructure; increase off-site access bandwidth to ~40Gb/s capacity; initial 10GE host connections
· 2010/2011   Upgrade to higher density, higher performance switch fabric as appropriate;  large scale support for 10GE-connected host systems; local switch interconnections to ~100Gb/s;  off-site access bandwidth to ~60Gb/s capacity
Resource Needs 
Historically, the level of effort, in terms of both personnel and M&S costs, has remained relatively constant for general network support over the years.  Network hardware costs have roughly followed Moore’s law in terms of declining costs for a given level of network performance being offset by the need for higher levels of network performance.  Similarly, management tools that help to reduce effort through automation are offset by the expanding scope of network support, requiring more and newer tools.  We anticipate that support for the general network infrastructure will continue this trend, and require a similar amount of support to sustain its operation at the current performance levels.
There are two areas of activity that are expected to require significant additional effort beyond what has historically been invested:
1. Wide-area network support is undergoing a major increase in scope and complexity.  The Laboratory’s high impact data movement requirements (notably the CMS Tier-1 activities) now necessitate establishment and support of high bandwidth alternate network paths involving not only ESnet, but other regional, national, and international R&E networks.   Establishing and supporting those network paths will require considerable effort and leadership from Laboratory networking staff.  Linked to the need for alternate network paths is the requirement to provide ongoing operational support for the ESnet MAN, in order to provision those paths.   Finally, significant effort will be needed to provide guidance and support in the optimal use of these facilities to meet the performance needs of emerging distributed computing systems and applications.
2. The effort needed to adhere to computer security requirements, including developing and implementing appropriate ST&E and auditing procedures has grown immensely in the past year, and is not expected to decline.

Progress Indicators 
The level of progress in attaining strategic objectives for this plan will be determined through a combination of three factors:
1. Comparison between the timeline expectations for strategic objectives listed in this plan, and what is actually achieved in the tactical plans covering those time frames.  This comparison is not intended to be absolute.  It is expected that there will be some time shifting in implementation of identified objectives, given the dependencies on technological evolution, personnel resources, and changing requirements. Rather, the progress is better gauged by how closely implementation compares to the general trend outlined for the objective.
2. Measurement and observation how on the capacity and capabilities of the network infrastructure, be it wide-area, local-area, or high impact scientific computing, compare to the utilization and performance at any particular time.  Insufficient capacity or capabilities to meet current requirements is a potential indicator that progress needs to be greater.

3. Feedback from stakeholders.  In the end, the network needs to satisfy the needs of the stakeholders, and they should be the ones to determine how well their needs are being met. 
